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Part I
Introduction
Chapter 1
OSINT as an Integral Part of the National Security Apparatus

Babak Akhgar

Abstract The roles of law enforcement agencies include maintaining law and order, protecting citizens and preventing, detecting and investigating crime. OSINT can provide critical capability for LEAs and security services to complement and enhance their intelligence capability, as the ability to rapidly gather and accurately process and analyze open source data can be a significant help during investigations and used for national level strategic planning to combat crime. Thus, purposeful and legal monitoring, analyzing and visualizing data from open data sources should be considered as mandatory requirement of any national security strategy. This chapter showcases the breadth of current and potential uses of OSINT based on UK’s CONTEST strategy which provides the underlying basis of measures to prevent, pursue, protect and prepare against terror. It further proposes that to achieve efficient and innovative solutions, LEAs may be well advised to consider collaborations with private and public partners including academia using the successful implementation of the CENTRIC OSINT Hub is an example of how academia and LEAs can collaborate within the OSINT sphere in order to bring research into reality for the security and protection of citizens.

1.1 Introduction

A rise in the prevalence of Open Source Intelligence (OSINT) and its application by law enforcement and security agencies is set against a background of conflict, insecurity and the resurgence of violence in troubled regions across the world. For the United Kingdom, like many other nations, we remain under the constant threat of actual and potential attacks from all manner of hazards including terrorism, organized crime and cyber-related threats that—if left unchecked—can cause untold harm to citizens, communities, public services, businesses and the wider economy.
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The scale and level of atrocities of recent terrorist attacks such as those in Paris, Brussels, Nice and Munich provide a cold and tangible reminder of the very real threat different nations across the world face. One of the common factors seen in the way these threats are realized is in the use of internet based communication platforms by terrorist individuals or formal groups such as the self-proclaimed Islamic State. For example, social media has increasingly become the dominant platform for projection onto overseas individuals, primarily through the dissemination of propaganda, complex indoctrination methodologies and recruitment campaigns, creating a theatre of manipulation, with unprecedented ease of usage as well as access to the vulnerable. Indeed, this is reflected in both the record number of foreign nationals fighting in areas such as Iraq and Syria as well as the controversial arrests and imprisonments of UK children between the ages of 14–17 for encouraging and masterminding terror attack plots.

1.2 OSINT and Counter Terrorism Strategy

OSINT has, over the last five to ten years, been increasingly utilized by private sector organizations as a means to measure customer loyalty, track public opinion and assess product reception. Similarly, law enforcement and security agencies are acknowledging the requirement to apply similar techniques in order to enhance their investigative capability and improve their ability to identify and respond to criminal threats (see Chaps. 2, 3 and 13). The criminal entities perpetrating these threats are exploiting the internet for purposes such as recruitment (see Chap. 5), formation of illegal cartels (see Chap. 16) and the transfer of information and money to finance and co-ordinate their illicit activities.

The expansion of the internet has interwoven continents, cultures and communities, in addition to integrating with the majority of contemporary technologies. Whilst social media remains the dominant online platform for criminal and extremist psychological operations, there is an increasing potential for it to follow

---


the path of the internet, branching out, utilizing the likes of gaming consoles, mobile applications, cloud storage and P2P services. Whilst social media and the surface web are used fundamentally for psychological, moral and emotional tactics, the dark web is used to a greater degree for the physical and tactical side of operations, focusing on arms and munitions, false documents, explosive making guides, crypto currency funding and encrypted anonymous strategic communications.

The ubiquity of the internet has vastly increased the quantity, value and accessibility of OSINT sources. By definition, OSINT is intelligence based upon information that is freely available from public sources such as newspaper reports, journals, radio and television broadcasts, and more commonly in the current environment; social media and the internet.

When dealing with intelligence derived from the public domain, and specifically social media, there is a requirement to manage the public’s privacy expectations appropriately, as although often freely available, much of the information posted to sites such as Facebook and Twitter is considered to be personal by registered users. When dealing with OSINT as opposed to more traditional closed intelligence sources, the concerns of the intelligence community turn from the availability of information to the identification of pertinent and accurate information. For these reasons it is increasingly necessary to validate intelligence derived from open sources with that from robust, closed source intelligence and the domain expertise of security professionals (see Chap. 9). Intelligence validation in this way is a particularly poignant topic when addressing social media content, as users often choose not to disclose or to falsify the personal information that they provide on these platforms (Bayerl and Akhgar 2015).

---

5 Tassi, P. (2015). “How ISIS terrorists may have used PlayStation 4 to discuss and plan attacks”.


8 See listed Dark Web onion gun site vendors: https://www.deepdotweb.com/tag/guns/.


Table 1.1 Overview of the CONTEST strategy principles and their application for OSINT

<table>
<thead>
<tr>
<th>Contest components</th>
<th>OSINT proposition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prevent strategy</strong></td>
<td>The Prevent strategy is concerned with tackling the radicalisation of people who sustain the international terrorist and organised crime threat</td>
</tr>
<tr>
<td><strong>Pursue strategy</strong></td>
<td>The Pursue strategy is concerned with reducing the terrorist threat by disrupting terrorists and organised criminal groups and their operations</td>
</tr>
<tr>
<td><strong>Protect strategy</strong></td>
<td>The Protect strategy is concerned with reducing vulnerability to terrorist and organised crime attacks for European Member States</td>
</tr>
<tr>
<td><strong>Prepare strategy</strong></td>
<td>The Prepare strategy is concerned with ensuring that the population and European Member States are as ready as they can be for the consequences of a terrorist attack and organised criminal event.</td>
</tr>
</tbody>
</table>
From the national security perspective, OSINT-based solutions should enhance the capabilities of law enforcement agencies and security services, providing access to more actionable intelligence that can support existing decision making, tasking and coordination activities. The core of any OSINT solution should focus on internet-centric data gathering and exploitation. The latter includes development of enhanced capabilities and services to gather, analyze, visualize and combine relevant data from which dynamic and real time hypothesizes can be generated.

Measures to combat crime and terrorism—online and offline—are an increasingly important element of any national security strategy. Looking at current approaches to counter terrorism in the UK, the 4 Ps of the CONTEST strategy\(^\text{11}\) provide the underlying basis of measures to prevent, pursue, protect and prepare against terror. An overview of the four principles and how OSINT may be employed in their support can be found in Table 1.1. Later chapters in the book discuss how these examples manifest within a real operational context.

It should be noted that although the goals of terrorist and organised crime groups (OCGs) are different, the connections between terrorist and organised criminal activities appear to be growing. For example, in the recent attack in Munich (22nd July 2016) the perpetrator of the attack is believed to have procured his weapon through the dark web. Criminal activities that terrorist groups are involved in, either through affiliation with individual criminals and criminal groups or through their own operations, can include the trafficking of illegal goods and substances such as weapons and drugs, trafficking in human beings, financial fraud, money laundering and extortion (see Chap. 16).

OSINT is already being utilized as one of the key intelligence sources for national security and its importance is only increasing. And as Table 1.1 demonstrates, the breadth of current and potential uses is enormous. However, OSINT cannot be the only source that LEAs and security agencies rely on. OSINT is at its most powerful, when it is able to augment existing closed source intelligence by providing additional information and direction to where further intelligence may be required (see Chap. 9). The combined effect of OSINT and traditional intelligence sources reflect national security intelligence apparatus of a nation.

A promising approach to ensure efficient and innovative solutions and processes are collaborations between various public and private actors and organizations such as LEAs, industry and academia, amongst others. In the following we illustrate this approach by describing the setup and functioning of the OSINT Hub at CENTRIC (Centre of Excellence for Terrorism, Resilience, Intelligence and Organized Crime Research).

---

\(^{11}\) Contest Strategy. The UK’s Strategy for Countering Terrorism, Presented to Parliament by the Secretary of State for the Home Department by Command of Her Majesty, July 2011.
1.3 The CENTRIC OSINT Hub

Since 2012, the Centre of Excellence in Terrorism, Resilience, Intelligence & Organised Crime Research (CENTRIC) has built a strong research and development capability focused on the operational utilization of OSINT in regards to its application in relation to counter terrorism, cybercrime, crisis management and in the identification and modeling of organized crime.

At the beginning of 2016, CENTRIC launched its Open Source Intelligence Hub, or OSINT Hub, which has been gaining momentum as a physical and virtual space for the operational exploitation, dissemination and development of CENTRIC capabilities. Such capabilities are constantly being acquired, developed and improved in technical and non-technical expertise and tooling. This is happening in close collaboration with national, pan-European, and international partners in academia, public and private sectors. The OSINT Hub is ultimately the sum of CENTRIC’s and its partners’ experiences and is quickly setting a benchmark in research and development around:

- Counter-terrorism
- Major investigations
- Cybercrime
- Crisis management
- Public order
- Child sexual exploitation
- Identification and modeling of Organized Crime

Domain expertise has been ingrained into the Hub through direct collaboration with a number of law enforcement agencies and investigatory teams to directly influence and increase the capabilities of the hub.

The foundation of the OSINT Hub’s situational awareness and data processing capabilities were born out of CENTRIC’s participation in major EU projects, in collaboration with law enforcement, as a major technical partner responsible for the delivery of the projects situational awareness dashboard, web crawling, entity extraction, content categorization, social media and data aggregation functionalities—all of which are built on state-of-the-art tools offered by leading providers, open source communities and existing academic research. Harnessing these capabilities has enabled CENTRIC to more efficiently deliver data processing and command and control capabilities to its partners. To date, the OSINT Hub provided support to various live investigations ranging from child sexual exploitation to terrorism.

The secure physical environment in the OSINT Hub enables investigators to work directly with the CENTRIC team and their tools and to provide direct input into the development of future capabilities. Many of the investigatory capabilities of the OSINT Hub have been developed through such collaboration and can clearly benefit law enforcement through cost reductions in both targeted investigations and strategic situational awareness. They may also explore the potential of OSINT
making use of the Hub’s tools, ensuring compatibility with existing workflows and processes and compliance with existing governance and legal requirements such as RIPA and the Data Protection Act (see Chaps. 17 and 18).

1.4 Conclusion Remarks

The roles of law enforcement agencies include maintaining law and order, protecting citizens and preventing, detecting and investigating crime. In achieving these goals, LEAs will fulfill the purpose of protecting the security of society and the citizens they serve. OSINT can potentially provide critical capability for LEAs and security services to complement and enhance their intelligence capability. Purposeful and legal monitoring, analysing and visualizing public open source data source should be considered as mandatory requirements of any national security strategy. The ability to rapidly gather and accurately process and analyse open source data can be a significant help during investigations, whilst it can also be used for national level strategic planning to combat crime. However, to achieve efficient and innovative solutions, LEAs may be well advised to consider collaborations with private and public partners including academia. The successful implementation of the CENTRIC OSINT Hub is an example of how academia and LEAs can collaborate within the OSINT sphere in order to bring research into reality for the security and protection of citizens.
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Chapter 2
Open Source Intelligence
and the Protection of National Security

Andrew Staniforth

Abstract Given the scale and complexity of the threats from international terrorism, intelligence agencies must continue to advance counter-terrorism measures to keep us all safe; and most importantly, seek new ways in which to embed progressive developments to ensure that the primary driver for change in counter-terrorism practice is not simply the next successful attack. Harnessing the power of OSINT via Big Data continues to be a game-changer for counter-terrorism policy-makers, professionals and practitioners. The purpose of this chapter is to explain the importance of OSINT within the context of national security and the role of intelligence agencies to prevent and protect citizens from the threat of international terrorism. To outline the operational requirements for intelligence agencies use of OSINT, this chapter also outlines key components of the modern terrorist threat, which includes explanations of terrorist radicalization development processes and how OSINT and the power of Big Data analytics is increasingly being used to combat terrorism and prevent violent extremism.

2.1 Introduction

The first duty of government remains the security of its citizens. The range of threats to national security is becoming increasingly complex and diverse. Terrorism, cyber-attack, unconventional attacks using chemical, nuclear, or biological weapons, as well as large-scale accidents or natural hazards— anyone could put citizen’s safety in danger while inflicting grave damage to a nation’s interests and economic well-being. When faced with a combination of current levels of economic uncertainty and political instability, governments must be able to act quickly and effectively to address new and evolving threats to their security. Tough security measures are needed to keep citizens, communities and commerce safe.
from contemporary security hazards, the most pressing of which remains the enduring threat from international terrorism.

Threats from terrorism are matters of intense public and political concern but they also raise acute challenges for the security apparatus of the State. These challenges arise because terrorism can inflict significant loss of life, yet it is not the scale of the atrocities committed in its name that gives terrorism its special status; it is the threat it poses to the State, for it undermines the basis of State legitimacy—the capacity to protect its citizens. Therefore, measures known as Counter-Terrorism (CT), as a major aspect of national security, attract high-profile political and public attention and correlatively failures in CT lead to significant outcries followed by stringent scrutiny from a variety of quarters including the media, public opinion, police investigation, government inquiry, parliamentary questioning and academic study.

The purpose of this chapter is to explain the importance of OSINT within the context of national security and the role of intelligence agencies to prevent and protect citizens from the threat of international terrorism (see Chap. 1). To outline the operational requirement for intelligence agencies use of OSINT, this chapter also outlines key components of the modern terrorist threat, which includes explanations of terrorist radicalization development processes and how OSINT and the power of Big Data analytics is increasingly being used to combat terrorism and prevent violent extremism.

2.2 From Threat to Threat

To understand the importance of OSINT in protecting national security from international terrorism we must first examine the nature of the changing threat from terrorists in this post-9/11 era of global terrorism. Over recent years, following a decade of tackling the terrorist atrocities committed by Al Qaeda and their global network of affiliates and inspired lone-actors, a new global terrorist phenomenon has risen from the conflict in Syria. The rise of Daesh—the self-proclaimed ‘Islamic State’—provides further evidence that many nations across the world face a continuing threat from extremists who believe they can advance their aims through acts of terrorism. This threat is both serious and enduring, being international in scope and involving a variety of groups, networks and individuals who are driven by violent and extremist beliefs (see Chap. 12).

The violent progress of Daesh through towns and villages in Iraq has been swift—aided by foreign fighters from across the Middle East and Europe. Daesh have now taken control of large swathes of Iraq leading the British Prime Minister David Cameron to warn his Cabinet that violent Daesh jihadists were planning attacks on British soil. The warning came amid growing concerns amongst senior security officials that the number of Britons leaving the UK to fight alongside extremist groups abroad was rising. The export of British born violent jihadis is nothing new but the call to arms in Iraq this time had been amplified by a slick online
recruitment campaign, urging Muslims from across the world to join their fight and to post messages of support for Daesh. In a chilling online recruitment video designed to lure jihadists to Iraq, 20 year-old Nasser Muthana, a medical student from Cardiff in Wales, and his 17 year old brother Aseel, declared their support for Daesh while sitting alongside each other holding their semi-automatic assault rifles. In the video, Nasser states: ‘We understand no borders. We have participated in battles in Syria and in a few days we will go to Iraq and will fight with them.’ (Dassanayake 2014). Despite Nasser attaining 12 GSCE’s at grade A, studying for his A-levels and being offered places to enroll on medical degrees at four UK universities, he instead volunteered to join the ranks of Daesh. Unbeknown to his parents or authorities, the former school council member and his younger brother, who was studying A-levels at the time, travelled to Syria via Turkey to fight the Assad regime. The father of the brothers-in-arms fighting for Daesh, Mr Muthana, declared no knowledge of their intended travel plans to Syria and had reported them missing to the police during November 2013. Mr Muthana remained devastated that his sons had turned to violent extremism, stating that: ‘Both my sons have been influenced by outsiders, I don’t know by whom. Nasser is a calm boy, very bright and a high achiever’, going on to say that: ‘He loved rugby, playing football and going camping with friends. But he has been got at and has left his home and everyone who loves him’ (Dassanayake 2014).

The online propaganda of Daesh has proved ruthlessly effective. On 13 June 2015, a group of Daesh suicide bombers delivered a deadly attack near the city of Baiji in the Salahuddin province of Iraq. A four-strong terrorist cell killed eleven people in two separate explosions as they detonated bombs placed in their vehicles at an oil refinery. One of the bombers was 17 year old Talha Asmal, who had travelled thousands of miles from his home town in Dewsbury, West Yorkshire in England to join and fight alongside Daesh. Talha was described by his school teacher as a “conscientious student” (BBC 2015). His family, utterly devastated and heartbroken by the loss of their son, said: “Talha was a loving, kind, caring and affable teenager”, going on to suggest that he had been: “exploited by persons unknown who were hiding behind the anonymity of the World Wide Web.” (Grierson 2015) In committing his act of martyrdom in support of the Daesh cause, Talha became the youngest British suicide bomber. UK security forces are rightly concerned by British citizens fighting in Syria and Iraq. The numbers reported by various research institutes are certainly shocking. The Foreign Policy Research Institute evaluates that between 6000 and 12,000 volunteers have passed through Syrian territory, arriving from 70 different countries (Helfont 2012). Among these are approximately 2000 European citizens, creating a new dimension to terror threats across Europe, which has resulted in deadly and determined Daesh-inspired attacks in Paris and Brussels, leading to heightened levels of security across European Member States (Helfont 2012). Cecilia Malmstrom, the European Commissioner of Home Affairs, raised the alarm regarding foreign fighters to her counterparts in EU Member States saying that: “Often set on the path of radicalization in Europe by extremist propaganda or by recruiters, Europeans travel abroad to train and to fight in combat zones, becoming yet more radicalized in the process.
Armed with newly acquired skills, many of these European ‘foreign fighters’ could pose a threat to our security on their return from a conflict zone. And as the number of European foreign fighters rises, so does the threat to our security” (European Commission 2014). Of critical concern for the security of Western nations, is the way in which their citizens are being influenced by the extreme single narratives of religious or political ideologies promoted by terrorist and extremist groups and individuals such as Daesh. This narrative, when combined with a complex malaise of social and economic factors, serves to manipulate individuals towards adopting extremist perspectives, cultivating a terrorist threat which presents a clear and present danger to the free and democratic way of life in the West. This is a threat which is propagated via open-source information on the internet and the online radicalization of citizens remains a major source of support and new recruits for the Daesh cause.

2.3 Online Radicalisation

Understanding why young men and women from our communities have travelled to take up arms in conflict overseas is the question which most troubles intelligence agencies across Europe. The obsession with finding the answer has come to dominate the whole debate over the causes of terrorism. In the post-9/11 world, understanding how people become terrorists has come to be discussed in terms of ‘radicalisation’, a rather exotic term which presumably describes a similarly exotic process (Silke 2014). What is called radicalisation today, in the past was referred too much more mundanely as ‘joining’ a terrorist group or being ‘recruited’. No one talked of the individuals joining the Irish Republican Army (IRA) or Euskadi Ta Askatasuna (ETA) as being ‘radicalised’, though they all certainly were according to our modern understanding arising from the Al Qaeda-inspired genre of international terrorism. After 9/11 it became awkward to talk about people ‘becoming’ terrorists, ‘joining’ terrorist groups or being ‘recruited’. Those terms were too banal, too ordinary for the dawn of new-era global terrorism. Ordinary terms might imply ordinary processes and worse still, ordinary solutions. So these simple terms had to make way for something more exotic, more extreme and ‘radicalisation’ fitted the bill nicely, especially with the rise of online radicalisation via the internet which has changed—and continues to change—the very nature of terrorism. The internet is well suited to the nature of terrorism and the psyche of the terrorist. In particular, the ability to remain anonymous makes the internet attractive to the terrorist plotter. Terrorists use the internet to propagate their ideologies, motives, grievances and most importantly communicate and execute their plan. The most powerful and alarming change for modern terrorism, however, has been its effectiveness for attracting new terrorist recruits, very often the young and most vulnerable and impressionable in our societies. Modern terrorism has rapidly evolved, becoming increasingly non-physical, with vulnerable ‘home grown’ citizens being recruited, radicalized, trained and tasked online in the virtual and ungoverned domain of
cyber space. With an increasing number of citizens putting more of their lives online, the interconnected and globalized world in which we now live provides an extremely large pool of potential candidates to draw into the clutches of disparate terrorists groups and networks.

The openness and freedom of the internet unfortunately supports ‘self-radicalization’—the radicalization of individuals without direct input or encouragement from others. The role of the internet in both radicalization and the recruitment into terrorist organizations is a growing source of concern for security authorities. The internet allows individuals to find people with shared views and values and to access information to support their radical beliefs and ideas. The unregulated and ungoverned expanse of the internet knows no geographical boundaries, thus creating a space for radical activists to connect across the globe. This is especially problematic as the easy access to like-minded people helps to normalize radical ideas such as the use of violence to solve grievances. Yet, solving the complex issue of radicalization by simple processes—such as the suggestion to ‘clean up’ the internet—is impracticable and well beyond the scope of any single government (see Chap. 5).

Understanding how and why people in our communities move towards extremist perspectives, and creating an alternative to allow them to resist adopting such views, remains the key challenge in countering the contemporary threat from terrorism. The intelligence agencies have a central role to both identify those individuals and groups who are radicalising and recruiting others to their extremist cause, as well as identifying individuals who are adopting violent views and putting in place preventative mechanisms and interventions to stop and deter the development of radicalism at source. Identifying radicalised individuals is a complex task and continues to present the greatest challenge to intelligence agencies across the world. It is widely acknowledged that nobody suddenly wakes up in the morning and decides that they are going to make a bomb. Likewise no one is born a terrorist. Conceptualisations of radicalisation have increasingly recognized that becoming involved in violent extremism is a process: it does not happen all at once. Similarly, the idea that extremists adhere to a specific psychological profile has been abandoned, as has the view that there may be clear profiles to predict who will follow the entire trajectory of radicalisation development (Hubbard 2015). Instead, empirical work has identified a wide range of potential ‘push’ and ‘pull’ factors leading to (or away from) radicalisation. There are many potential factors which may influence an individual towards adopting extremist perspectives. These include not only politics, religion, race and ideology, the very core motivations of terrorism, but may also include elements of a sense of grievance or injustice. It is important to recognize that terrorist groups can fulfill important needs for an individual: they give a clear sense of identity, a strong sense of belonging to a group, the belief that the person is doing something important and meaningful, and also a sense of danger and excitement. For some individuals, and particularly young men, these are very attractive factors. Individuals deemed to be vulnerable and potentially at risk of radicalisation share a widely held sense of injustice. The exact nature of this perception of injustice varies with respect to the underlying motivation for violence,
but the effects are highly similar. Personal attitudes such as strong political views against government foreign policies regarding conflicts overseas can also play an important role in creating initial vulnerabilities.

Intelligence agencies have come to recognize that terrorism is a minority-group phenomenon, not the work of a radicalized mass of people following a twisted version of faith. People are often socialized into this activity leading to a gradual deepening of their involvement over time. Radicalization is thus a social process, which requires an environment that enables and supports a growing commitment (Silke 2014). The process of radicalization begins when these enabling environments intersect with personal ‘trajectories’, allowing the causes of radicalism to resonate with the individual’s personal experience. Some of the key elements in the radicalization process are thus related to the social network of the individual, for example, who is the person spending time with, and who are his or her friends, whether this activity and interaction is in the physical or cyber world. Intelligence agencies also recognize that no single radicalisation ‘push’ or ‘pull’ factor predominates. The catalyst for any given individual developing extremist views will more likely be a combination of different factors, which makes prediction with any certainty a challenging task. The manifestation of individual radicalisation factors may be subtle, resulting in very weak signs and signals of radicalisation development, while other factors may be more visible. Identifying these factors remains the key to the early prevention and intervention of radicalisation, ensuring intelligence agencies and their partners can act appropriately to stop terrorism at its source (Silk et al. 2013).

2.4 Counter Measures

The contemporary phase of counter-terrorism has evolved important new preventative trends, alongside palpable moves towards expansion and localism (Masferrer and Walker 2013). Many governments now seek to ensure that mechanisms are in place to be able to draw upon the valuable information and goodwill of communities from which aberrant extremists are recruited and radicalised. This role has fallen to both intelligence agencies and Law Enforcement Agencies (LEAs) who not only find specialist their counter-terrorism units tackling the extremist threat but a requirement for police officers engaged in community policing activities and their local authority partners (Spalek 2012). The working relationship between intelligence agencies and LEAs across Europe is developing and information to counter terrorism is no longer handled on a ‘need to know’ basis but rather on a ‘need to share’ approach (Silk et al. 2013). Although the security services and police forces retain their individual roles and responsibilities, there is currently greater sharing between them and between individual police forces within the arena of counter-terrorism. This has forged not only a greater readiness for intelligence sharing but also a sharing of equipment and human assets and a more jointly co-ordinated response to counter-terrorism activities such as surveillance.
operations. Collaboration in counter-terrorism, given the immediacy and severity of the terrorist threat, is now absolutely essential, being fuelled by the relentless pursuit to gather intelligence to prevent attacks and pursue terrorists.

To kerb the terrorists’ use of the internet, authorities are seeking to harness the full power of new technologies to keep communities safe from terrorist threats and intelligence agencies are using OSINT to inform and provide a richer picture to their covert and clandestine operations. An important aspect of intelligence agency use of OSINT is social media, which represents an increasing and fundamental part of the online environment in which the users are authors of the content who do not passively receive information, but they create, reshape and share it (see Chaps. 6 and 9). In some cases, the interaction among users based on social media creates communities and virtual worlds providing an excellent source of information for intelligence agencies. Although there are significant differences in the nature of these outputs, two aspects are always present and are relevant to the work of intelligence agencies: large amounts of information and user generated content. The social media platforms aggregate huge amounts of data generated by users which are in many cases identified or identifiable. When combined with other online and stand-alone datasets, this contributes to create a peculiar technological landscape in which the predictive ability that is Big Data analytics, has relevant impact for the implementation of social surveillance systems by States. Big Data is nothing new, but it is currently at the final stage of a long evolution of the capability to analyze data using computer resources which for the intelligence agencies of government provides an excellent opportunity to tackle terror and keep communities safe.

Big Data represents the convergence of different existing technologies that permit enormous data centers to be built, create high-speed electronic highways and have ubiquitous and on-demand network access to computing resources, more commonly referred to as ‘cloud computing’ (Akhgar et al. 2015). These technologies offer substantially unlimited storage, allow the transfer of huge amounts of data from one place to another, and allow the same data to be spread in different places and re-aggregated in a matter of seconds. All these resources permit a large amount of information from different sources to be collected and the petabytes of data generated by social media represent the ideal context in which Big Data analytics can be used. The whole dataset can be continuously monitored by analytics, in order to identify the emerging trends in the flows of data and obtaining real-time or nearly real-time results in a way that is revolutionary. Within the context of counter-terrorism, the availability of these new technologies and large datasets provides a competitive advantage, representing the greatest opportunity to increase the effective delivery of counter-terrorism. Big Data can help the identification of terrorist networks and their associations using OSINT and provide valuable corroboration of other intelligence sources to support the holistic development of intelligence. It can also rapidly support the identification of radical roots within online communities providing significantly increased capabilities and opportunities not just to prevent terrorist attacks, but to identify attack planning activity and most importantly, spot the early signs and signals of radicalization and recruitment to stop violent and extremist development at source.
2.5 Conclusions

Counter-terrorism is no longer the hidden dimension of statecraft. It has over recent years moved out of the shadows due in part to the understanding of intelligence agencies that not all counter-terrorism measures need to be cloaked in secrecy in order for them to be effective. Harnessing the power of OSINT via Big Data analytics capabilities presents a unique opportunity for governments to address the increasing threats from international terrorism at relatively low cost. But the handling of such large data-sets raises acute concerns for existing storage capacity, together with the ability to share and analyze large volumes of data. The accessibility of OSINT and the introduction of Big Data capabilities will no doubt require the rigorous review and overhaul of existing intelligence models and associated processes to ensure all in authority are ready to exploit Big Data OSINT.

While OSINT and Big Data analytics present many opportunities for national security, any developments in this arena will have to be guided by the State’s relationship with its citizenry and the law. Citizens remain rightly cautious and suspicious of the access to and sharing of their online data—especially by agents of the state. As citizens put more of their lives online, the safety and security of their information matters more and more. Any damage to public trust is counter-productive to contemporary national security practices and just because the state may have developed the technology and techniques to exploit OSINT and harness Big Data does not necessarily mean that it should. The legal, moral and ethical approach to OSINT via Big Data analytics must be fully explored alongside civil liberties and human rights, yet balanced with protecting the public from security threats. Big Data analytics must not be introduced by stealth, but through informed dialogue, passing through the due democratic process of governments. Citizens are more likely to support robust measures against terrorists that are necessary, appropriate and proportionate but many citizens, and politicians for that matter, will need to be convinced that extensive use and increased reliability upon publicly-available information harnessed through the power of Big Data is an essential part of keeping communities safe from terrorism and violent extremism.

All in authority must also avoid at all costs the increased use of Big Data to maximize the potential of OSINT as a knee-jerk reaction to placate the public and the press following a terrorist attack. Experience over recent years shows that in the aftermath of terrorist events political stakes are high: politicians and legislators fear being seen as lenient or indifferent and often grant the executive broader authorities without thorough debate. New special provisions intended to be temporary turn out to be permanent. Although governments may frame their new provisions in terms of a choice between security and liberty, sometimes the loss of liberty is not necessarily balanced by the gain in safety and the measures introduced become counter-productive. The application of Big Data OSINT for national security should be carefully considered and not quickly introduced as any misuse of its power may result in long term damage of relations with citizens and communities due to the overextended and inappropriate use of Big Data capabilities.
In conclusion, it is important to remember that, when compared against other types of serious crime, terrorism, thankfully, remains a relatively rare occurrence but the cost is high when attacks succeed. Terrorism therefore continues to demand a determined proportionate response. The history of terrorism reveals with alarming regularity that terrorist plotters achieve their intended objectives, defeating all of the State’s security measures put in place at the time. Unfortunately, this pattern is not set to change and Daesh have proved their expertise in carrying out deadly attacks in major cities across Europe. The intelligence agencies will prevent further terrorist atrocities, but there is a very strong likelihood that they will not stop them all. In the light of that conclusion all in authority must dedicate themselves to increasing counter-terrorism capabilities and developing new approaches to better protect the public. To ignore or dismiss the positive benefits of OSINT would be both misplaced and unwise as all citizens expect the intelligence agencies of their governments to take the necessary steps to keep them safe. Harnessing the power of OSINT via Big Data continues to be a game-changer for counter-terrorism policy-makers, professionals and practitioners. Given the scale and complexity of the threats from international terrorism, intelligence agencies must continue to advance counter-terrorism measures to keep us all safe; and most importantly, seek new ways in which to embed progressive developments to ensure that the primary driver for change in counter-terrorism practice is not simply the next successful attack.
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Chapter 3

Police Use of Open Source Intelligence: The Longer Arm of Law

Andrew Staniforth

Abstract While the internet and online social networks have positively enriched societal communications and economic opportunities, these technological advancements have changed—and continue to change—the very nature of crime, serving to breed a new sophisticated and technically capable criminal. Furthermore, the borderless nature of the phenomenon of cybercrime and the transnational dimensions of human trafficking, drugs importation and the illegal movement of firearms, cash and stolen goods means that criminals can plan their crimes from jurisdictions across the world, making law enforcement particularly challenging, the very reason why LEAs must maximise the potential of OSINT and seek new and innovative ways to prevent crime. Hence, it is essential for all practitioners, policy-makers and policing professionals to understand what OSINT is and what it is not, how it can be used and the limitations or conditions on it, as well as understanding more about the scale, scope and complexity of the threats from criminals whose methods of operating are becoming increasingly sophisticated. The purpose of this chapter is to explain the role and function of OSINT within the context of policing and existing intelligence collection disciplines, as well as to define OSINT from an LEA perspective and describe its position within the intelligence profession of policing.

3.1 Introduction

Since before the advent of advanced technological means of gathering information, Law Enforcement Agencies (LEAs) have planned, prepared, collected, and produced intelligence from publicly available information and open sources to gain knowledge and understanding in support of preventing crime and pursuing criminals. While traditional threats from crime have historically begun at the most local level, in today’s increasingly interconnected and interdependent world, many new
hazards have a cross-border, trans-national dimension, being amplified by the Internet, online social networks and smarter mobile communications. Social and technical innovations are now occurring at an ever-increasing speed, causing fast and drastic changes to society. These changes, driven by the possibilities offered by new and emerging technologies, affect citizens, their wider communities, the private sector, the government, and of course, the police.

To tackle all-manner of contemporary security hazards effectively, LEAs have tapped into an increasingly rich source of intelligence that is gathered from publicly available information. The relentless pursuit of intelligence by police officers to keep communities safe via the use of open sources of information has produced the fastest-growing policing discipline of the 21st century—a discipline which adds significant value and increasing efficiency to combating contemporary crime called Open Source Intelligence (OSINT).

The purpose of this chapter is to explain the role and function of OSINT within the context of policing and existing intelligence collection disciplines, as well as to define OSINT from an LEA perspective and describe its position within the intelligence profession of policing. It is essential for all practitioners, policy-makers and policing professionals to understand what OSINT is and what it is not, how it can be used and the limitations or conditions on it, as well as understanding more about the scale, scope and complexity of the threats from criminals whose methods of operating are becoming increasingly sophisticated. These other areas are covered in later chapters; here we are concerned with the nature of OSINT and its value to LEAs.

### 3.2 Understanding Intelligence in Policing

The effectiveness of policing can be judged in part by the capacity and capability of LEAs to harness and effectively utilize their intelligence collection opportunities to prevent crime and to pursue criminals. An essential element in the creation and management of this knowledge collection is the police workforce—the most valuable asset of any LEA—including police officers and especially support staff who now largely populate the increasingly specialist intelligence functions of indexing, research and analysis. Throughout the history of policing, the intelligence gathering efforts of the men and women who enforce the law to keep us safe has been recognised as an integral part of their duties. The value of intelligence to the mission of policing and the challenges in sharing it effectively have long been understood by police officers. During 1881, Assistant Commissioner Howard Vincent of the Metropolitan Police stated: “Police work is impossible without information, and every good officer will do his best to obtain reliable intelligence, taking care at the same time not to be led away on false issues. Information must not be treasured up, until opportunity offers for action by the officer who obtains it, but should be promptly communicated to a superior, and those who are in a position to act upon it. Not only is this the proper course of action to task in the public interest,
but it will be certainly recognised by authorities and comrades, promoting esteem and confidence, which will bring their own reward” (Cook et al. 2013).

Academic studies differ on how intelligence might be defined but broadly they fall into two distinct categories. The first describes intelligence as a process, defined as “the systematic and purposeful acquisition, sorting, retrieval, analysis, interpretation and protection of information” (Harfield and Harfield 2008). The second category describes intelligence in terms of information rather than a process defined as “information developed to direct police action” (Cope 2004) and “a mode of information that has been interpreted and analysed in order to inform future actions of social control against an identified target” (Innes et al. 2005). For police officers, a rather more practical working description of intelligence is provided described as “information that has been given some added value after being collated and assessed” (Kleiven 2007). General consensus amongst academic and LEA practitioners seems to view intelligence as “being created from raw material information that has been evaluated and analysed” (Herfield and Herfield 2008). But for many police officers across the world, the English word ‘intelligence’ has negative connotations, associated with the work of the security services and clandestine and secretive intelligence agencies. Indeed, the fact that some native speakers of English also associate the word exclusively with secretly obtained information adds to the confusion (Brown 2008). This can have cultural implications and, as a consequence, lead to the lack of a consistent method for assessing crime threats.

Despite the differences in defining ‘intelligence’, police officers understand that if they are to have any kind of impact upon combatting contemporary crime, it is essential for their efforts to be intelligence-led. At its simplest, ‘intelligence-led policing’ conveys the relatively obvious notion that LEA activity—whether focused upon local community aspects of policing, the investigation of crime or public order—should be informed and directed rather than undertaken randomly (see Chap. 6). An intelligence-led approach to policing also serves to support the evidence-gathering of police investigators and detectives to achieve successful prosecutions. As criminals are rendered vulnerable by the fact that their criminality is rarely random but patterned, the structure of this pattern from the movement of criminals, their lifestyle, communications, capability and their intent may be inferred and so intervention options identified. For the police practitioner, and especially those engaged in specialist intelligence-gathering and intelligence development roles, intelligence is not so much a way of working as a way of thinking. Such is the importance of intelligence to LEAs success is that it is has become a holistic discipline to which the whole of an LEA contributes and in which all officers and staff have a role to play directly or indirectly. An intelligence-led approach to policing is therefore not just something that the intelligence unit or the proactive investigation unit within an LEA undertake. Intelligence-led policing demands that the whole organisation undertakes or supports this vital function which now includes a suite of complimentary intelligence collection disciplines which can be used by LEAs adding great value to police investigations.
3.3 Intelligence Collection Disciplines

Various kinds of intelligence—military, political, economic, social, environmental, health, and cultural—provide important information for decisions. Intelligence is very often incorrectly assumed to be just gathered through secret or covert means, and while some intelligence is indeed collected through clandestine operations and known only at the highest levels of government, other intelligence consists of information that is widely available. According to the Federal Bureau of Investigation (FBI) in the United States, and recognised by many LEAs across the world operating today, there are various ways of gathering intelligence that are collectively and commonly referred to as “intelligence collection disciplines” which are shown in Table 3.1.

Within this suite of specialist intelligence collection disciplines, OSINT has now found its place, being extensively used by local and national LEAs, intelligence agencies and the military. Given the scale, accessibility and high yield of intelligence return for minimum resource, OSINT provides the glue which binds, complements and increasingly corroborates and confirms other LEA intelligence functions, all of which are relevant operational reasons as to why OSINT has quickly become a rich source of information to disrupt and detect the modern criminal (see Chaps. 13 and 16).

3.4 Characteristics of Open Source Intelligence

According to the FBI, OSINT is the intelligence discipline that pertains to intelligence produced from ‘publicly available information that is collected, exploited, and disseminated in a timely manner to an appropriate audience for the purpose of addressing a specific intelligence and information requirement’. OSINT also applies to the intelligence produced by that discipline. OSINT is also intelligence developed from the overt collection and analysis of publicly available and open-source information which is not under the direct control of government authorities. OSINT is derived from the systematic collection, processing and analysis of publicly available information in response to intelligence requirements. Two important related terms are ‘open source’ and ‘publicly available information’ defined by the FBI as:

---
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<table>
<thead>
<tr>
<th>Discipline</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human intelligence (HUMINT)</td>
<td>The collection of information from human sources. The collection may be conducted openly, by police officers interviewing witnesses or suspects during the general course of their duties, or it may be collected through planned, targeted, clandestine or covert means. A person who provides information to the police as part of a covert relationship is known as an ‘agent’ or ‘source’ and in the UK is known as a Covert Human Intelligence Source (CHIS). LEAs who exploit covert sources of HUMINT have specialist and dedicated units with trained officers given the increasing levels of risk, security, complexity and legal and ethical considerations and compliance required.</td>
</tr>
<tr>
<td>Signals intelligence (SIGINT)</td>
<td>Refers to electronic transmissions that can be collected by ships, planes, ground sites or satellites. More commonly used in higher policing operations or investigations which pose potential threats to national security. SIGNIT is generally conducted by, and the responsibility of the military or intelligence services rather than domestic LEAs, although at federal and national levels SIGNIT may be used by LEAs in support of serious and organised crime and terrorism investigations which threaten public safety.</td>
</tr>
<tr>
<td>Communications intelligence (COMINT)</td>
<td>A type of SIGINT and refers to the interception of communications between two or more parties. This can be conducted in real-time or captured and stored for future interrogation. SIGNIT is primarily the responsibility of intelligence agencies such as the National Security Agency (NSA) in the United States or the Government Communications Headquarters (GCHQ) in the UK. As with SIGNIT, COMINT may be used by LEAs in support of organised crime and terrorism investigations which present a serious threat to public safety.</td>
</tr>
<tr>
<td>Imagery intelligence (IMINT)</td>
<td>Also referred to as Photo Intelligence (PHOTINT), IMINT includes aerial and more increasingly satellite images associated with reconnaissance. Traditionally the preserve of military and intelligence agencies, IMINT is increasingly used by LEAs being captured by their aerial capabilities including helicopters and more recently Unmanned Aerial Vehicles (UAVs).</td>
</tr>
<tr>
<td>Measurement and signatures intelligence (MASINT)</td>
<td>A relatively little-known collection discipline that concerns weapons capabilities and industrial activities. MASINT includes the advanced processing and use of data gathered from overhead and airborne IMINT and SIGINT collection systems.</td>
</tr>
<tr>
<td>Telemetry intelligence (TELINT)</td>
<td>Used by the military and intelligence agencies, sometimes deployed to indicate data relayed by weapons during tests in the international monitoring to counter the proliferation of chemical, biological, nuclear or radiological weapons.</td>
</tr>
<tr>
<td>Electronic intelligence (ELINT)</td>
<td>Indicates electronic emissions picked up from modern weapons and tracking systems. Both TELINT and ELINT can be types of SIGNIT and contribute to MASINT as part of a multi-pronged approach to intelligence gathering operations from the military and intelligence agencies.</td>
</tr>
</tbody>
</table>
• Open source is any person or group that provides information without the expectation of privacy—the information, the relationship, or both is not protected against public disclosure. Open-source information can be publicly available but not all publicly available information is open source.
• Publicly available information is data, facts, instructions, or other material published or broadcast for general public consumption; available on request to a member of the general public; lawfully seen or heard by any casual observer; or made available at a meeting open to the general public.

OSINT collection by LEAs is usually accomplished through monitoring, data-mining and research. OSINT refers to a broad array of information and sources that are generally available, including information obtained from the media (newspapers, radio, television, etc.), professional and academic records (papers, conferences, professional associations, etc.), and public data (government reports, demographics, hearings, speeches, etc.). OSINT includes internet online communities and user-generated content such as social-networking sites, video and photo sharing sites, wikis and blogs. It also includes geospatial information such as hard and softcopy maps, atlases, gazetteers, port plans, gravity data, aeronautical data, navigation data, geodetic data, human terrain data, environmental data and commercial imagery (see Chap. 10).

One of the most important aspects of OSINT is the value it adds to police operations in the ability to obtain timely, reliable and actionable intelligence related to the investigation or incident at hand. In addition to traditional investigative techniques and information sources, OSINT is proving to have significant success in accessing and collecting such information. Examples range from information posted on social media as one of the most openly available means of accessing and gathering open-source intelligence to location data or browsing information. But the real value of OSINT for LEAs is when it is combined with real-time analytical capabilities, providing LEAs with vital situational awareness capability to prevent incidents, combat crime and respond to emergencies or larger-scale crisis events.

OSINT has key characteristics which provides the majority of the necessary background information for any LEA operation. OSINT has the availability, depth, and range of publicly available information which enables LEAs to satisfy intelligence and information requirements without the use or support of specialized human or technical means of collection at low cost. It also enhances collection as open source information supports surveillance and reconnaissance activities by answering intelligence and information requirements. It also provides information that enhances and uses more technical means of collection. OSINT also has the capability to enhance intelligence production. As part of a multi-disciplinary intelligence effort, the use and integration of publicly available information and open sources ensures that officers have the benefit of all sources of publicly available information to make informative decisions.
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Making sound judgements is a core role and important attribute of any successful police officer, particularly those leaders who are charged with the responsibility of managing and directing large scale investigations or managing emerging crisis. Effective decision making, particularly at the very outset of major incidents or investigations, will ensure opportunities are not missed and potential lines of enquiry are identified and rigorously pursued (Cook et al. 2013). In reality, law enforcement officers who have been engaged in the early developments of an investigation have had to cope with a lack of sufficient information to begin with, at a time when important decisions are needed to be made quickly and intuitively, but the rise and availability of OSINT has served to inform and dramatically improve the very beginning of police action and response which is vital to save lives, prevent disasters and respond effectively to unfolding events.

While there are significant opportunities for LEAs to exploit the potential of OSINT, all law enforcement officers must, when handling OSINT, especially those progressing complex investigations, ensure that nothing is taken for granted and it cannot be assumed that things are what they seem or that the correct intelligence processes and protocols have been followed correctly. There is no room for complacency in any investigation. Looking for corroboration, rechecking, reviewing and confirming all aspects of OSINT which can direct investigations, are hallmarks of an effective police officer, and shall ensure that no potential line of enquiry is overlooked during a dynamic and fast-moving investigation, including operations which have relied heavily upon OSINT (see Chaps. 17 and 18).

In order to progress an investigation effectively, it may have to be based on or guided by a hypothesis as a starting point. For all investigations a hypothesis is a proposition made as a basis for reasoning without the assumption of its truth and supposition made as a starting point for further investigation of known facts (Cook et al. 2013). Developing and using hypothesis is a widely recognised technique amongst criminal investigators which can be used as a means to establish the most logical or likely explanation, theory, or inference for why and how a crime has been committed. Ideally, before investigators develop hypothesis there should be sufficient reliable material available on which to base the hypothesis which traditionally has included the details of the victim, precise details of the incident or occurrence, national or international dimensions of the offence, motives of the crime and the precise modus operandi. But the use of OSINT now provides a new, richer and detailed data set to inform the investigators hypothesis, and simply by lawfully accessing social media networking sites reveals personal information, images and links to friends and associates that accelerates and informs LEA responses.

Unlike other intelligence collection disciplines, OSINT is not the sole responsibility of any one single agency but instead is collected by the entire LEA community. One advantage of OSINT is its accessibility, although the sheer amount of available information can make it difficult to know what is of value. Determining the data’s source and its reliability can also be complicated. OSINT data therefore still requires review and analysis to be of use to LEA decision-makers and must be appropriately processed alongside other intelligence from other collection methods.
3.5 Modelling Open Source Intelligence

Since intelligence is comprised of information and data, when it is held by public authorities it is subject to the various laws on data protection and information disclosure that apply to public authorities. When using OSINT, LEAs must comply with their statutory duties to disclose information, protect the information and fulfil their discretionary power and responsibility to disclose and share the information. If the intelligence is ever to be utilised as evidence in criminal proceedings there will be other considerations (see Chap. 18) and there are legal requirements around its collation, processing and storage (see Chap. 17). The governance of intelligence management does not simply reside within statute law. Senior police officers and executives in LEAs utilising intelligence management have a responsibility for ensuring the appropriate and professional use of information gathering and analysis. To establish, consolidate and professionalise the intelligence process, especially where the use if OSINT is concerned, some basic principles are required to be adopted as follows:

- Intelligence work must be lawful, for a legitimate purpose, necessary and proportionate.
- Officers and staff throughout the LEA must be appropriately aware, trained and equipped for their role within the intelligence management process.
- Security and confidentiality are essential in establishing an effective and professional intelligence environment.
- Organisational and partnership activity should be based on knowledge of problems and their context, to which understanding intelligence contributes.
- Intelligence serves no purpose if it is not used.
- The effective use of intelligence as a tool requires objectivity and open-mindedness on both the part of the analyst and the subsequent user (Harfield and Harfield 2008).

All intelligence must be evaluated to check its reliability, and OSINT is no exception regardless of its free and open access. LEA investigators are responsible for evaluating any intelligence they submit, ensuring it is an accurate and unbiased evaluation based on their knowledge of the prevailing circumstances existing at that time (Cook et al. 2013).

Information-gathering and the subsequent analysis to generate intelligence does not operate within a vacuum and public and political expectations upon police practitioners is that their work will be intelligence-led, designed to prevent and reduce harm to the citizens and communities they serve. This is reinforced with the creation of prescribed business process models to embed intelligence-led approaches into the culture and operating frameworks of LEAs.

To embed the intelligence process into LEAs, many police forces have adopted an Intelligence Model (IM) which meets their specific requirements. The IM is a model for policing that provides intelligence which senior managers can use to help them formulate strategic direction, make tactical resourcing decisions and manage
risk in any given investigation (Ratcliffe 2010). It is important to note that LEAs view their IM as not just being about crime or intelligence—but a model that can be used for many areas of the wider mission of policing. An effective IM offers LEAs the realisable goal of integrated intelligence in which all LEAs play a part in a system bigger than themselves.

Launched by the National Criminal Intelligence Service (NCIS) and adopted by the Association of Chief Police Officers (ACPO) in 2000, the British government placed their National Intelligence Model (NIM) at the centre of the UK Police Reform Agenda. Since its inception, NIM has become a cornerstone of policing which is now fully embedded in the operating culture of British policing, made possible by the issuing of a Code of Practice which ensures the principles and standards for implementation and continued improvement of the model (Harfield and Harfield 2008). The NIM has served to professionalise and standardise all manner of police and partner agency intelligence-related activities and the benefits of the NIM includes:

- Greater consistency of policing across the
- Allows operational strategies to focus on key priorities
- Allows more police officers to focus on solving priority problems and targeting the most active offenders
- Achieves greater compliance with human rights legislation
- Informs the management of risk
- Provides more informed business planning and a greater link to operational policing issues
- Improves direction and briefing of patrols
- Reduces rates of persistent offenders through targeting the most prolific
- Improves integration with partner agencies

The NIM model works at three levels as follows:

- Level 1—Local/Basic Command Unit (BCU)
- Level 2—Force and/or regional
- Level 3—Serious and organised crime that is usually national or international (Centrex 2005).

The NIM has three essential elements which includes ‘Police Assets’, ‘Intelligence Products’ and the ‘Tasking and Co-ordinating Process’ (Centrex 2005). These three elements are explained in Table 3.2.

An efficient IM is an integral aspect of all contemporary criminal investigations and LEAs have come to learn that the effective management of intelligence, including the gathering, assessment, prioritisation and dissemination provides a coherent and coordinated response to tackle all forms of criminality. But the scale and scope of OSINT, if not targeted correctly, can lead to acute challenges of intelligence overload where the sheer volume and velocity of OSINT from publicly available sources simply exceeds LEA capacity to process it effectively.
Table 3.2 Essential Elements of the National Intelligence Model

<table>
<thead>
<tr>
<th>NIM essential element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>First: police assets</td>
<td>Certain key ‘Assets’ must be in place at each level to enable intelligence to be produced. Without them, the intelligence function will not operate efficiently. A sufficiently flexible ‘Tactical Capability’ must also be present at each level to deal with identified problems. Without it, too much intelligence will be produced with little or no capability to deal with it.</td>
</tr>
<tr>
<td>Second: intelligence products</td>
<td>Four key ‘Intelligence Products’ are produced to drive policing through the Tasking and co-ordinating process:</td>
</tr>
<tr>
<td></td>
<td>• The strategic assessment</td>
</tr>
<tr>
<td></td>
<td>• The tactical assessment</td>
</tr>
<tr>
<td></td>
<td>• The problem profile</td>
</tr>
<tr>
<td></td>
<td>• The target profile</td>
</tr>
<tr>
<td>Third: the tasking and co-ordinating</td>
<td>The Tasking and co-ordinating Process takes place strategically and tactically at each level with information and intelligence flowing between levels and between neighbouring police forces and law enforcement agencies. At a strategic level, the NIM is strongly linked to all aspects of business planning, both in relation to local, regional and national plans for policing.</td>
</tr>
<tr>
<td>process</td>
<td></td>
</tr>
</tbody>
</table>

The over-extended use of OSINT can quickly overwhelm police operations, particularly when responding to real-time crisis events when verifying the validity and integrity of OSINT data sources can be complicated and time consuming.

3.6 Conclusions

The world is being reinvented by open sources. Publicly available information can be used by a variety of individuals and organisations to expand a broad spectrum of objectives and LEAs are increasingly making effective use of this free and accessible source of information. While the internet and online social networks have positively enriched societal communications and economic opportunities, these technological advancements have changed—and continue to change—the very nature of crime, serving to breed a new sophisticated and technically capable criminal. The nature of some ‘traditional’ crime types has been transformed by the use of computers and information communications technology (ICT) in terms of their scale and reach, with threats and risks extending to many aspects of social life. New forms of criminal activity have also been developed, targeting the integrity of computers and computer networks. Threats exist not just to individuals and businesses, but to national security and infrastructure.

Furthermore, the borderless nature of the phenomenon of cybercrime and the transnational dimensions of human trafficking, drugs importation and the illegal movement of firearms, cash and stolen goods means that criminals can plan their
crimes from jurisdictions across the world, making law enforcement particularly challenging, the very reason why LEAs must maximise the potential of OSINT and seek new and innovative ways to prevent crime. For policing, progressive and forward-thinking LEAs who encourage, embrace and exploit the possibilities of OSINT will be better prepared to meet the security challenges of the future, and as a direct result, will provide themselves with a greater opportunity to keep the communities they serve safer and feeling safer.

The ability for LEAs to harness the power of OSINT will increasingly differentiate between those police forces who lead, with those who simply follow behind. Adopting a legal and ethical framework for the effective use of OSINT is therefore imperative, not only to realise the benefits from the opportunities of OSINT to prevent crime, pursue criminals and prepare for new and emerging challenges and threats, but also to improve the efficiency and effectiveness of the service LEAs deliver and to better safeguard the public information they use. But while OSINT remains largely unregulated amongst LEAs, with no one single agency having ownership or primacy, unnecessary duplications of access and unwelcome infringements on the privacy of citizens data are likely to be a continued feature of the increasing use of OSINT moving forward. LEAs must therefore never forget that inappropriate access and use of OSINT serves to strengthen the case to introduce rigid guidelines, tighten laws and to generally kerb their ready access and collection of public information. Moreover, LEAs would do well to ensure that their use of all OSINT follows formal intelligence management model processes. This approach will both retain and build the trust and confidence of the communities they serve that their publicly available information is being accessed legitimately to fight crime and to keep their fellow citizens safe.
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Chapter 4
OSINT as Part of the Strategic National Security Landscape

Laurence Marzell

Abstract This chapter looks at the context, application and benefits of OSINT for use in decision making, as an integrated part of the wider intelligence mix and, as an essential component within the overall Intelligence Cycle. OSINT is a growing and increasingly critical aspect in decision making by LEAs—and has been even before the burgeoning use of social media brought open source to the fore. But, its full integration into the wider intelligence mix, as well as into an overarching information governance framework, is essential to ensure efficient and effective contribution to usable intelligence able to support better informed decision making. Fundamentally, unless the system in which OSINT is used as interoperable as the system is in which decision-making is taking place, the application and value of OSINT will be far less effective, efficient and meaningful. This chapter addresses OSINT in the context of the Intelligence Process and the need to resolve the challenges and issues surrounding the integration and use of OSINT into the Intelligence Cycle. It further discusses how an overarching information governance framework may support OSINT for decision making within the wider Intelligence Mix.

4.1 Introduction

This chapter looks at the context, application and benefits of OSINT (Open Source Intelligence) for use in decision making, as an integrated part of the wider intelligence mix and, as an essential component within the overall Intelligence Cycle. Both of which are described in detail in the section on understanding the Intelligence Cycle in which OSINT must exist and the wider intelligence mix in which it must integrate. Then as part of this wider intelligence mix and cycle, how LEAs (Law Enforcement Agencies) need to enable their use of such an integrated OSINT, through a unified framework of information governance: able to bring both
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open and closed source intelligence together in a meaningful and unified way to support better informed decision making.

So like all other data, OSINT must be understood, integrated and used in a unified way and as part of the mix with the myriad other data sources available to decision makers, to create the trusted intelligence they need to support their tasks. It is important to note that, in their use of OSINT for decision making—and indeed, not just OSINT but the entire mix of data across the spectrum of the intelligence cycle—both LEAs and the military face similar, shared challenges and issues.

In setting OSINT into context, this chapter uses the decision making needed in major crisis, humanitarian and emergency situations, and some areas of serious organised crime and counter terrorism as its basis. Here, while civil jurisdiction presides, LEA decision making often relies closely on the capability and expertise that underpins that of the military, in use of the wider intelligence mix and cycle, where data sources, information processing and analysis are heterogeneous and shared. It is here also that military capability and expertise can also often be used to support LEAs in an operational capacity.

4.2 Understanding the Strategic Landscape into Which OSINT Must Be Applied

Decision makers, in both the civilian and military domains, operating at Grand Strategic, Strategic and Tactical levels, face a continuous need for faster, more trusted and better informed decision making. Analysts interpreting the data, turning it into meaningful intelligence, face a constant struggle to cope with the ever increasing Volume, Velocity, Variety and Validation of data (4Vs) (Akhgar et al. 2015), the plethora of formal and informal (OSINT) data sources and, the ambiguities surrounding the trustworthiness of that data.

Better informed decision making manifests itself in many ways. At the grand strategic level it can be seen in situations such as, for example, questioning whether sufficient and reliable intelligence is available on terrorist activity in Nigeria to warrant external intervention. Alternatively it can be at a lower but no less critical level, as might be found in peacekeeping, humanitarian relief and disaster response operations such as that in the Mediterranean supporting refugees. Or, in the Nepalese earthquake of April 25, 2015 where a massive 7.8 magnitude quake struck Nepal, just northwest of the capital of Kathmandu—the worst quake to strike the region in more than 80 years. Moreover, decision making in this context may arise when used by LEAs against serious organised crime or terrorism. In all of these

---

1Grand Strategic: An overarching concept that guides how nations employ all of the instruments of national power to shape world events and achieve specific national security objectives. Grand strategy is also called high strategy and comprises the “purposeful employment of all instruments of power available to a security community” (Military historian B. H. Liddell Hart).
examples a number of critical factors combine and compound themselves. This makes achieving the increasing 4V’s of data being created, and therefore potentially that must be considered, for both short and long term analysis, a significant, increasing, and ever present challenge (see Chaps. 2 and 3).

For the military, this need for better informed decision making has seen the development and deployment of an integrated ability to collect and disseminate information through the use of extremely powerful sensors (Visual-optical and infra-red, Radar-active and Electronic Warfare—passive) fitted to a variety of high value air, land and naval platforms. This ability, known as C4ISTAR, addresses a spectrum of capabilities that covers Command, Control, Communications, Computers, Information/Intelligence, Surveillance, Targeting Acquisition and Reconnaissance.

This ability was supplemented in the early 2000s with constellations of geostationary and earth orbiting satellites that further enabled this and added time and positioning capability. The need for accurate and timely data for decision making is no less in the civilian world. While the technology and access to budgets might be somewhat different to those of the military, with the now relatively inexpensive access not only to open source space-based imagery and time and positioning or voice and data communications, the increase in technological advancement across a swathe of data generating sensors (both space-based and other) means that the same challenges of speed, volume, ambiguity and trustworthiness faced by the military (i.e., the 4Vs) in support of better informed decision making, affects civilian LEA end users too.

The Battlespace is the term used to describe the domain in which the military now conduct their operations in time of hostility. In peacetime, where the military are operating in support of LEAs the term might best be described as the Security space; where all of the assets, people, information, networks and technology function together and are considered as a system of systems, when looked at and considered as a whole.

Of increasing significance for civilian authorities and LEAs—regardless of their geographic or territorial jurisdiction—is our increasingly complex and interconnected world in which decision making must now take place amidst greater complexity, ambiguity and interdependency; and, in which the supporting intelligence cycle must keep pace technologically as well as through all aspects of the human dimension.

---

2Battlespace: The effective combination, or integration, of all elements of a Joint force to form a coherent whole, clearly focused on the Joint Task Force Commander (JTFC)’s intent, is critical to successful Joint operations. Integration of individual Force Elements (FEs) enables their activities and capabilities to be coordinated and synchronised, in accordance with clear priorities, under unified command. On multinational and multi-agency operations, the contributions of other participating nations and non-military actors should also be harmonised wherever feasible. UK doctrine is, as far as practicable and sensible, consistent with that of NATO. The development of national doctrine addresses those areas not covered adequately by NATO; it also influences the evolution of NATO doctrine in accordance with national thinking and experience. Source: UK MoD Joint Doctrine Publication 3-70 (JDP 3-70), dated June 2008.
This can be seen in society’s relationship with Critical Infrastructure (CI) upon which citizens, communities and society as a whole, depend for its health, well-being and very survival. Here society, and the many varied and different communities in which citizens live, has become wholly dependent upon the many sectors of CI and essential services such as transport, energy, health, finance, food and communications with which their health and well-being is intrinsically linked. CI and the network of interconnected and interdependent systems that support and underpin it, like the Security Space of decision making mentioned above, can also be described as a system of systems.

Critical infrastructure is often described as a ‘system of systems’, which functions with the support of large, complex, widely distributed and mutually supportive supply chains and networks. Such systems are intimately linked with the economic and social wellbeing and security of the communities they serve. They include not just infrastructure but also networks and supply chain that support the delivery of an essential product or service (Pitt 2008).

And sitting within, alongside or straddling these CI System of Systems, are the many varied and inextricably intertwined different communities, often referred to as ecosystems in how they evolve are structured and function. It is against this backdrop that the decision making must occur in relation to the planning, preparation, response and recovery to significant man-made, malicious or natural events.

This dependence of communities and society is exponentially increased to risks, hazards, threats and vulnerabilities by the very nature of how these System of Systems interoperate in order to function; with many unseen and indeed unknown, interdependencies and dependencies across and between them. When shocks to the system occur, whether man-made, malicious or natural, they can have unknown consequences or cascade effects, disproportionate to the event that may have caused them (see Chap. 1).

It is here where multiple decision makers from the many different civilian organisations and LEAs (both at local and regional levels within individual nations or in cross-border border cooperation) must come together and collaborate efficiently and effectively to achieve a set of common and shared outcomes. These outcomes manifest themselves in the planning and preparation for, response to and recovery from such shocks, as well as in the planning, preparation, conduct and often review or inquest, of such law enforcement activities as might be seen with serious organised crime or terrorism.

It is in these instances, where complexity is inherent in the system itself. Where with the intrinsic difficulty of multiple different organisations needing to work together efficiently and effectively to achieve a combined effect from their collective effort that the unseen consequences or cascade effects arising from the interdependencies of the system itself will mean that poorly informed decision making can be counted in lives lost as well as in terms of economic cost, physical damage or societal well-being. OSINT is a growing and increasingly critical aspect in decision making by LEAs in these situations—and has been even before the burgeoning use of social media has brought open source to the fore. The advent of social media as a source of open source intelligence has, for the most part, brought the extent and
range of OSINT sources that are now available to a greater range of audiences, users and applications. Fundamentally, unless the system within which it sits and is used, in this case the Intelligence Cycle, is as interoperable as the system is in which decision making is taking place, then the application and value of OSINT will be far less effective, efficient and meaningful (see Chaps. 9 and 16).

One example which provides a useful historic context to this development and use, is taken from a 2002 case study in Australia as documented in a 2004 NATO report on OSINT (NATO 2002; see also Chaps. 12 and 16).

**Case Study:** The Heads of the Criminal Intelligence Agencies (HCIA) conference in Australia September 1998 directed that a business case be prepared for the establishment of a centralised open source unit. This was announced by Paul Roger, Director of Intelligence of the Queensland Criminal Justice Commission, in his paper presented at ‘Optimising Open Source Information’. The open source unit will meet Australian law enforcement requirements for collection and dissemination of open source material. The clients of the open source unit will initially be limited to the agencies that comprise the Criminal Intelligence Agencies. After the unit is established, additional agencies may be included as clients of the open source unit. The establishment of an open source unit provides the criminal intelligence community with an ideal opportunity to market an information brokerage service to other agencies. There is also potential for the unit to become part of a larger unit and networking between other open source units including the Royal Canadian Mounted Police (RCMP), Europol and the UK’s Metropolitan Police Service. The unit will initially concentrate on providing open source information rather than intelligence. When the unit has found its niche it can then concentrate on four other functions: current awareness briefs; rapid response to reference questions; contacting outside experts for primary research; and coordinating strategic forecasting projects. It will draw upon the full range of external open sources, software and services.

### 4.3 Understanding the Intelligence Cycle in Which OSINT Must Exist and the Wider Intelligence Mix in Which It Must Integrate

With the burgeoning use of and dependence on OSINT now firmly established, its full integration into the wider intelligence mix and with it, into an overarching information governance framework, is essential to ensure efficient and effective contribution to usable intelligence able to support better informed decision making. It is important at this stage to provide a context as to why information governance for the entirety of the intelligence mix, including that of OSINT, is so essential.

Different organisations view the world in which they exist and must operate very differently. These differing views are driven by many factors such as risk, history, culture, capability, economics and leadership. From these views flow how
organisations conduct their business: their governance and policies, training, budgets, processes, systems, and so on. An organisation’s view of the world, relative to any other organisation(s) with which it collaborates, is neither right nor wrong; it is just different. But these differences, especially in terms of governance and policy, where resulting information and decisions need to flow across organisational, operational or jurisdictional boundaries (both internally within organisations or nations as well as externally of those organisations or nations), are significant areas of risk. This is where failures can and often do occur, especially in our interconnected world where dependencies and interdependencies can often, in the wake of a major incident, lead to consequences and cascade effects way beyond the original cause.

Where different organisations need to come together in mission critical situations, to achieve a set of shared aims, objectives and outcomes, without a unified and common understanding and approach to how information is processed, analysed, understood and acted upon, as would be provided by good information governance, the likelihood of failure or less effective results in achieving those aims, objectives or outcomes is extremely high. This is based upon the risk of the different organisations and agencies involved, making conflicting or ineffective decisions, resulting from their different interpretations of the intelligence or their different responses to the intelligence, as influenced by their different organisational approaches and views of the world in which they exist and operate.

In simple terms, both strategic and tactical decision making, in military or civil domains, or in those of the shared space that occurs in significant crisis, emergency or serious organised crime or terrorism events or operations, requires the collection of data from all available, relevant sources—technical and human—and from both open source (e.g. social media, internet and commercially available) and closed (military or other specific). It then requires the critical processing where the analysis takes place to turn the disparate, ambiguous and multiple source information into usable, meaningful, trusted, accurate and timely intelligence. Then for onward dissemination out to appropriate end users. A feedback mechanism is required to verify and validate the accuracy along with a metric, if necessary or appropriate, to decide which is ‘best’. All of which needs to sit within a unified and common information governance framework to ensure that regardless of each organisation’s differing view of the world, everyone is viewing the resultant intelligence and decision making needs from the one unified and shared view. Better informed decisions can then result.

It is here, that it is important to describe the Intelligence Cycle or Process, how it supports decision making, and, the issues and challenges that OSINT, as an integrated part of that mix and cycle, faces. Owing to the inherent nature and sensitivity of much of that which surrounds intelligence gathering, analysis and use, with much of the topic area subject to security classification, this chapter uses freely available open source material as its basis. This material is of sufficient detail and accuracy to offer sound explanation—a fitting testament to the breadth and depth of previously classified information which is now freely available. Six phases make up the Intelligence Cycle: (1) Direction; (2) Collection; (3) Processing; (4) Analysis; (5) Dissemination and (6) Feedback. Figure 4.1 provides an overview of the Intelligence Process.
1. **Direction:** Using an example at the Grand Strategic or Strategic level, in the first instance, intelligence requirements and needs are determined by a decision maker to meet the objectives they seek to achieve. In NATO, a commander uses requirements (sometimes called ‘Essential Elements of Intelligence (EEIs)) to initiate the intelligence cycle, whereas in the United States requirements can be issued from the White House or Congress. This is termed Direction.

2. **Collection:** In response to requirements, intelligence staff develop an intelligence collection plan applying available sources and methods and seeking intelligence from other agencies. Collection includes inputs from several intelligence gathering disciplines, such as HUMINT (human intelligence), IMINT (imagery intelligence), ELINT (electronic intelligence), SIGINT (Signals Intelligence), OSINT (open source, or publicly available intelligence), etc. This is termed Collection.

3. **Processing:** Once the collection plan is executed and information arrives, it is processed for exploitation. This involves the translation of raw intelligence materials, quite often from a foreign language, evaluation of relevance and
reliability, and collation of the raw intelligence in preparation for exploitation. This is termed Processing.

4. **Analysis**: Analysis establishes the significance and implications of processed intelligence, integrates it by combining disparate pieces of information to identify collateral information and patterns, then interprets the significance of any newly developed knowledge. This is termed Analysis.

5. **Dissemination**: Finished intelligence products take many forms depending on the needs of the decision maker and reporting requirements. The level of urgency of various types of intelligence is typically established by an intelligence organization or community. An indications and warning (I&W) bulletin would require higher precedence than an annual report, for example. This is termed Dissemination.

6. **Feedback**: The intelligence cycle is not a closed loop. Feedback is received from the decision maker and other sources and revised requirements issued. During the cold war, 90% of the data used for intelligence based decision making came from military or other agencies and 10% from open sources. Now, the figure is 90% from open sources with the 10% from military or other agencies. Defence assets are normally tasked to be on station, whereas civil Low earth orbit (LEO) may only come around every 6 days. Optimizing both however is critical as useful civil data harvesting has a high potential to advance warn, or, retrospectively, work out how something was arrived at as opposed to real time streaming of an area of interest. This is termed Feedback.

So in the context of the above, if we imagine the current state of the art for the collection, processing, analysis and dissemination of this data—the intelligence cycle—as an increasingly narrowing funnel, with the exponential increase in the sources and demand for OSINT as an essential part of the mix, then the critical processing and analysis, where information is turned into usable intelligence, has become a considerable bottleneck (see Chaps. 1 and 2).

This critical bottleneck can be seen marked in red in Fig. 4.2. This process has not kept pace with the ability to collect data in today’s digital world; especially, where 90% of all data now comes from open sources. Nor has the current state of the art for the integration together of this multisource data kept pace in any meaningful way.

The increased use and exploitation of OSINT into the wider intelligence mix, will also include that which is space-based. Here, along with the challenges presented by the 4Vs of data, the issues associated with spaced based technology (especially that of imagery) from long communication times and either poor slave rates, or invariant (fixed) views of the terrain, will add to the issues that befall all other data in the current state of the art. Therefore in processing and analysis—the essential functions where the data becomes usable intelligence—the critical bottleneck is exacerbated when spaced based OSINT, an aspect that is increasingly common-place, is included into the mix.

There are issues too in the crucial human needs and behavioural understanding of the end user decision makers for how OSINT, as part of an integrated and wider
intelligence mix, must be provided to them, in what manner it must be provided and through what means, in order to support better informed decision making. These can be summarised as the following:

- With the exponential increase in the availability and use of OSINT, the ability to collect data far exceeds techniques to analyse it and the 4V’s of data requiring analysis is increasing logarithmically—thus the problem is only getting bigger. Thus more efficient (process) or faster (technology) approaches are required in Data Analytics—for those professional and expert individuals and analysts sifting through data, looking for themes and creating summaries.
- The pervasiveness of 24 h news and social media is leading to politicians needing an increasing confidence that intelligence has the highest probability of being correct and remaining time-stamped (i.e. valid) to enable an appropriate response. This is regardless of either civil or military context.
- The technology used by extremist groups/individuals equals, and may in some instances exceed, that available to either the military or civilian authorities and LEAs and often, their agility in how they apply such technologies, far surpasses that of the authorities.
- The application of Big Data and the benefits of Big Data analytics to the use of OSINT are much discussed and promoted but are little understood, let alone properly integrated into either the civilian or military decision making contexts (see Chap. 3).
- For the use of OSINT, the generation of data from space technology, generally in the form of imagery, Exocentric (god like) views of the earth, must now be recognised as a constant throughout the Intelligence Cycle and for this, there is
no exception to any other form of data. The ‘views’ need to make sense and their spatial orientation needs to be understood by the end user, trusted to be integrated into all the other data sources (ground based and aerial, human and technical, open source and specific) and when acted upon, some form of feedback needs to be provided to the end user that their actions are appropriate.

Taking all of the above into consideration, the need to resolve the challenges and issues surrounding the integration and use of OSINT into the Intelligence Cycle and wider mix is paramount, in order to enable decision makers to fully exploit its value and benefit. Such benefits as:

- The ability to ratify military intelligence, especially that from OSINT space-based imagery, which otherwise cannot be ratified
- A greater application and exploitation of OSINT as part of the wider mix for LEAs and emergency uses would have operational efficiency, effectiveness and economic benefits along-side those of better informed decision making
- The ability to speed up, make more accurate and increase the trustworthiness of OSINT that supports better decision making, would impact upon the quality of decisions made by politicians at the grand strategic level; as well as by strategic and tactical commanders operationally in times of stress, danger and need

One such example of this integration of OSINT into the wider intelligence mix and cycle is seen in the US model in moves by the Unites States intelligence community toward institutionalizing OSINT as seen in Fig. 4.3. It is taken from Open Source Intelligence: A Strategic Enabler of National Security produced by the Centre for Security Studies in Zurich, Switzerland in 2008.³

### 4.3.1 Understanding the Application of OSINT in Operational Decision Making

Gathering the data, processing and analysing it, then disseminating it as usable intelligence, is an international activity; as much as it is a local one. All dependent upon the task, need and outcomes sought. In many instances, local need translates and flows through into a national or international one. For the purposes of this chapter, UK decision making has been used as context and whilst structures and methods of working may differ from nation to nation, the principles and synergies to enable such international collaboration, especially where significant cross-sector cross border events are concerned, apply equally to one nation or LEA as they do to another.

At the highest level, the UK’s National Security Council (NSC) and its supporting structures enable greater clarity of strategic direction, consolidated

---
Institutionalising OSINT: The US Model

Assistant Deputy Director of National Intelligence for Open Source
- Establishes open source strategy, policy and program guidance
- Makes sure that a single open source architecture is developed
- Advises agencies and departments outside the National Intelligence Program regarding the acquisition of OSINT

National Open Source Committee
- Provides guidance to the national open source enterprise
- Members are senior executives from the Open Source Center, Office of the Under Secretary of Defense for Intelligence, department of Homeland Security, CIA, National Security Agency, National Geospatial-Intelligence Agency, Department of State’s Bureau of and Research, Defense Intelligence Agency, Federal Bureau of Investigation, Office of the intelligence community’s CIO

Open Source Center
- Created in 2005 by the Director of National Intelligence, with the CIA as its executive agent
- Several hundred full time personnel
- Advances the intelligence community’s exploitation of open source material; helps to develop mini open source centers within the respective agencies
- Nuture open source information, products, and services throughout the government
- Makes reports, translations, and analytical products available online in a secure website available to government officials (www.opensource.gov)

Fig. 4.3 Institutionalising OSINT: The US model (Source: Best and Cumming 2007)

The consideration of all national security risks and threats, and coordinated decision-making and responses to the threats faced. By way of providing context, the following, taken from the UK Government’s National Intelligence Machinery, provides a useful overview to how all intelligence, whether OSINT or other, needs to be considered as a whole.⁴

4.3.2 UK Government Intelligence: Its Nature, Collection, Assessment and Use

Secret intelligence is information acquired against the wishes and (generally) without the knowledge of the originators or possessors. Sources are kept secret from readers, as are the many different techniques used. Intelligence provides privileged insights not usually available openly. Intelligence, when collected, may by its nature be fragmentary or incomplete. It needs to be analysed in order to identify significant facts, and then evaluated in respect of the reliability of the source and the

credibility of the information in order to allow a judgement to be made about the weight to be given to it before circulation either as single source reports or collated and integrated with other material as assessments.

SIS and GCHQ evaluate and circulate mainly single source intelligence. The Security Service also circulates single source intelligence although its primary product is assessed intelligence. Defence Intelligence produces mainly assessed reports on an all-source basis. The Joint Terrorism Analysis Centre produces assessments both on short-term terrorist threats and on longer term trends relating to terrorism. Assessment should put intelligence into a sensible real-world context and identify elements that can inform policy-making. Evaluation, analysis and assessment thus transform the raw material of intelligence so that it can be assimilated in the same way as other information provided to decision-makers at all levels of Government.

Joint Intelligence Committee (JIC) assessments, the collective product of the UK intelligence community, are primarily intelligence-based but also include relevant information from other sources. They are not policy documents. JIC products are circulated to No. 10, Ministers and senior policy makers. There are limitations, some inherent and some practical, on the scope of intelligence, which have to be recognised by its ultimate recipients if it is to be used wisely. The most important limitation is incompleteness. Much ingenuity and effort is spent on making secret information difficult to acquire and hard to analyse. Although the intelligence process may overcome such barriers, intelligence seldom acquires the full story. Even after analysis it may still be, at best, inferential.

Readers of intelligence need to bear these points in mind. They also need to recognise their own part in providing context. A picture that is drawn solely from secret intelligence will almost certainly be a more uncertain picture than one that incorporates other sources of information. Those undertaking assessments whether formally in a written piece or within their own minds when reading individual reports, need to put the intelligence in the context of wider knowledge available. That is why JIC assessments are “all source” assessments, drawing on both secret and overt sources of information. Those undertaking assessments also need to review past judgements and historic evidence. They need to try to understand, drawing on all the sources at their disposal, the motivations and thinking of the intelligence targets.

Where information is sparse or of questionable reliability, readers or those undertaking assessments, need to avoid falling into the trap of placing undue weight on that information and the need to be aware of the potential risk of being misled by deception or by sources intending to influence more than to inform. In addition readers and those undertaking assessments need to be careful not to give undue weight automatically to intelligence that reinforces earlier judgements or that conforms to others’ expectations. If the intelligence machinery is to be optimally productive, readers should feedback their own comments on intelligence reports to the producers. In the case of human intelligence in particular, this is a crucial part of the evaluation process to which all sources continually need to be and are subjected.
The quality of the information underlying the decisions taken by the National Security Council is crucial. Piecemeal consideration of issues by too many different bodies risks leading to incoherent decision-making and a lack of overall prioritisation. An “all hazards” approach to national security ensures cohesion and includes:

- The creation of a new National Security Risk Assessment to be updated every other year
- Constant assessment of all sources of information concerning those priority risks, feeding directly into the National Security Council
- A coordinated early warning mechanism to identify and monitor emerging risks
- A cross-Government horizon-scanning system to look at risks and threats which might emerge in the longer term

Figure 4.4 illustrates the UK’s National Security structures.

Sitting below the NSC is the Cabinet Office Briefing Room (COBR) or sometimes referred to as COBRA and refers to the location for a type of crisis response committee set up to coordinate the actions of bodies within the UK government in response to instances of national or regional crisis, or during events abroad with major implications for the UK. The constitution of a COBR meeting depends on the nature of the incident but it is usually chaired by the Prime Minister or another senior minister, with other key ministers as appropriate, and representatives of relevant external organizations. The following diagram illustrates the relationship between COBR and the local level Strategic Coordinating Groups which are set up across the UK and meet regularly for planning, training and exercising, as well as in times of actual need to respond to a major incident. Figure 4.5 shows the construct of a COBR meeting.

With all major incidents, whether from man-made, malicious or natural causes, as a general principle, the collective planning, response and recovery effort will have one or more strategic level commanders who ultimately, are in charge of the situation; take the decisions; and, are responsible for the consequences of their actions. These strategic commanders may operate at different levels: from strategic command of the collective effort on the ground, up to grand strategic command at a

---

**Fig. 4.4** UK National Security Council structure (Source: HM Government)
policy and/or political level. This is also the case for the strategic command of the individual multi-agency organisations involved in the event.

Their common, shared and defining criteria, is that they all need to clearly understand and have a full and shared situational awareness of the wide, strategic picture for the entirety of their remit, in which they need to make decisions. In the UK civilian context, these will be known as Gold Commanders. Whilst the command layers and decision making will differ in military only operations, where the military and civilian needs do converge, as is the case with MACA (Military Aid to the Civil Authority) operations, normally, the military will fall under this strategic command structure of the civilian authorities unless determined otherwise. Their existing very ‘joined-up’, interoperable and well-rehearsed decision making and command functions and structures, needing to work with and integrate with those of the civilian authorities. In instances of a serious and sustained terrorist attack for example, and against a political decision, this may well be reversed through the legislative ability to temporarily hand over command of an operation to the military.\(^5\)

Sitting below the strategic commanders shown above, there generally sits two further levels of commanders that operate more closely to the front line. These are known in the UK context as Silver and Bronze. The Silver operating as the tactical command of the collective effort on the ground, focussing on achieving a less broad effect and outcomes from the Gold, with their effort directed into the incident itself and the immediate environs.

It should be noted that the terms Operational and Tactical are used in reverse between military and civilian organizations in the UK, including LEAs. Within the EU the military levels of command may be used in other countries. Bronze commanders will be responsible for the direct effort and effect of their organisations into the incident itself. Like the Golds, there may be multiple Silver and Bronze

\(^5\)Military aid to the Civil Power (MACP).
commanders due to the multiple organisations and stakeholders involved. Aside from the establishment of clear lines of responsibility between all of the respective Gold, Silver and Bronze commanders, better informed decision making at all of the different levels from the application and exploitation of space-based imagery as part of the Integrated Intelligence mix, would be a much sought after outcome to benefit team and shared situational awareness. A recurring theme identified in many previous major incident inquests both in the UK as well as internationally. These structures can be seen in Fig. 4.6.

In support of the above structures and decision makers are the analysts and technicians working within the bottleneck of the data processing and analysis function of the Intelligence Cycle. This population, whether processing the data in order to create usable and meaningful intelligence for civil, military or converged operations, need to know and understand the end user needs and requirements emanating from the structures seen above; how decisions are informed by the intelligence and how, any greater exploited use of OSINT as part of the wider intelligence mix can be optimised for onward dissemination.

It is clear, that whether analysts are producing intelligence for politicians and diplomats to inform their decisions at a grand strategic or strategic level or, for operational commanders on the ground to use tactically, an understanding by those analysts of how the intelligence they provide needs to be received and used can only serve to help support better informed decision making. The following example
taken from the Royal United Services Institute report in 2010 on interoperability in a crisis underlines the importance of this approach:

Several recommendations made in RUSI 2010 report Interoperability in a Crisis 2: Human Factors and Organisational processes refer specifically to the need to improve mechanisms for building and disseminating situational awareness, in particular, Recommendation 23, which calls for the strengthening of joint training that increases organisations’ understandings of one another; and Recommendation 24, which calls for stronger frameworks for sharing information and lessons identified from actual events and from exercises, so that planners and responders can learn from previous experience … Technology solutions need to suck in data, but there need to be trained and experienced analysts who look at all the information coming in and turn it into a ‘so what?’ that enables command decisions. Information and intelligence needs to be handled and disseminated so that it makes sense to the people who receive it … GIS is essential … a common risk information picture in particular is needed at Silver and Gold (Cole and Johnson 2010).

It is clear from the above that the ability to collect information, to amalgamate information from different sources, to process and analyse this information and to use it to produce a Commonly Recognised Information Picture that can inform the command decisions of Gold, Silver and Bronze commanders is far from mature. The growth in sources and demand of OSINT can only compound things. Creating situational awareness on the scale needed in many of the incidents faced in the 21st century and enabling the means for better informed decision making that must result, is beyond the Governance mechanisms that currently exist as well as beyond the experience and training of most incident commanders, at all levels of the command and decision making chain.

4.4 How Might an Overarching Information Governance Architecture Support OSINT for Decision Making Within the Wider Intelligence Mix and Cycle?

Previously mentioned is the complexity of the System of Systems and how this complexity compounds and effects the use of OSINT for decision making. Across these complex systems and their array of supporting networks, there is both a supply and demand side for the data and its disseminated usable intelligence. The complexity of this supply and demand side of data, the systems and networks in which it exists and the multiple different stakeholders across and throughout the Intelligence Cycle, can all be captured. Through the use of an Enterprise Architecture, approach, such as that used by NATO in developing a model of a current or future state of an enterprise. An enterprise being an organisation, a system (including the human factors) or a project. The purpose of enterprise
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architecture is to capture the complex dependencies that exist in large-scale systems of systems so as to aid with decision support. In using such an approach, an overarching Information Governance Architecture (IGA) can be created, as can a set of supporting business process flows that map the stages and progress of each and every component—supplier, demander and stakeholder. Such an IGA would provide all decision makers across the entire spectrum of the Intelligence Cycle and decision making process, with an enabling means and set of tools, by which to understand and manage the complexity of the systems in which they operate and in which they are asked to make often critical decisions to protect us (see Chap. 1).

The IGA could represent an integrated model of the System of Systems in which the supply and demand of information and intelligence exists. This would be from the operational and business aspects, to the technologies and systems that provide capability. By covering both the operational and technical aspects across such a system, the architecture enables all communities of interest to gain the essential common understanding needed to deliver benefits that are required from the application of OSINT as an integrated component of the wider intelligence mix. Such an IGA would enable a unified, end to end view of where changes and transformation to any stage of the Intelligence Cycle can take place, whether human or technical, process or procedure, Governance or application, to improve the efficiency and effectiveness of the intelligence Cycle and therefore support better informed decision making whether at a strategic or tactical level.

In doing so, one of the main focuses of the IGA would be to present a clear vision of the system in all of its dimensions and complexity in terms of its existing state, or Current Operating Model (COM) and its desired, future state(s) or Target Operating Model (TOM). The result of this would be to support all aspects of the requirement for the use of a fully integrated OSINT including: Governance and policy; Strategic planning; Tactical planning and operations (front line and logistics); Automation of processes; Capability/requirements capture. An IGA would manage and simplify the inherent complexity in a multi-stakeholder and dynamic environment, with its ‘single source of truth’ used to drive agile and iterative testing and governing rules and principals for the use of an integrated OSINT and wider intelligence mix whether strategic or tactical. It would enable the capture, interrogation and understanding of the following critical questions surrounding the use of OSINT:

1. **Capability Mapping**—capturing the human and technical capabilities and expertise, both civil and military, for OSINT, including that of space-based imagery, and where and how it must be applied and be useful as part of the wider intelligence mix within the Intelligence Cycle, allowing:

   - A mapping and analysis of OSINT capabilities, technology, expertise and best practice currently available to end users from both the civil and military sectors
   - A roadmap for where and how OSINT will provide the most utility and benefit to end users in the decision making tasks and where and how it integrates into the wider intelligence mix to support decision making needs
2. **Requirements Capture**—how will end users, both analysts and decision makers, need to request, be presented with, access and use OSINT as part of the wider intelligence mix within the Intelligence Cycle, allowing:

- A comprehensive needs analysis across the spectrum of end user requirements throughout the collection, processing, analysis, disseminating and decision making Intelligence Cycle.

3. **Big Data Analytics**—data for intelligence use is already Big Data in that it is far in excess of end users ability to cope with it. Greater exploitation of OSINT, especially with the inclusion of space-based imagery, will add to that: how can Big data analytics be better applied to support better informed decision making given the limitations of the current state of the art in processing and analysis, allowing:

- An audit, map and analysis of Big data applications and solutions that can ensure OSINT can be used efficiently and effectively as part of the wider mix across the Intelligence Cycle, including but not exclusive to

- A review of how techniques such as natural language and image processing, geo-location extraction and other sophisticated querying techniques and/or map-based visualisations can be used to mine social media and other open sources and how Big data technologies such as Hadoop or NoSQL data-stores may be implemented for effective querying, perhaps in real-time

- Integration of relevant findings into the Technology Blueprint, TOM and Concept of Operations.

4. **Social Media**—with 90% of data for intelligence based decision making now coming from open sources, of which social media is a sizeable slice, what social media currently exists and what might exist in the future? How might it, as part of the wider intelligence mix, help validate other data sources and support better decisions;

- Produce an audit, map and analysis of the Social Media applications and requirements that can contribute into, and complement the use of OSINT, for better informed decision making

- A review and analysis for how these findings integrate with the tasks and outputs for the Big data activities seen above, social media having all the hallmarks of big data, i.e., large in size, changes quickly over time, comes from multiple data sources in multiple formats and, has a degree of uncertainty about the accuracy

- Integration of relevant findings into the Technology Blueprint, TOM and Concept of Operations

5. **Human Factors and Behavioural Modelling**—how will end users need to understand, request and use OSINT within the context of the wider intelligence mix? What human cognitive and behavioural attributes need to be understood and designed for to support better informed decision making and how these might be measured:
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- Incorporation of a model for the needs and behaviours of end users for shared and team situational awareness in the context of better informed decision making
- Use of a psychological model(s) of reasoning and decision making in crisis situations including effects of biases and heuristics; understanding the range of end user needs such as exocentric and FPV (First Person Views), the use of degraded imagery and mobile technologies in support of decision making where space-based OSINT is concerned
- Review of how control rooms and C3i centres need to deal with and display OSINT during times of uncertainty, with multiple inputs and where centres are remote and/or decision making is distributed
- Training needs analysis and development of curricula for civil, military and shared communication and situational awareness domains, including an analysis and scope for new immersive synthetic training that would develop new forensic approaches and skills for the end user analyst community
- Integration of relevant findings into the Technology Blueprint, TOM and Concept of Operations

6. Technology Blueprint—what technology is needed to ‘glue’ OSINT into the wider intelligence mix and within the Intelligence Cycle together and what technology will provide the interface(s) for how end users will want to use it? How will it need to work in both the separate civil and military domains as well as shared ones?

- A review and analysis across the spectrum of technology requirements and needs for OSINT integration across the Intelligence Cycle of data, processing/analysis, dissemination and feedback, ensuring capture and focus of the technology priorities of the integration of OSINT
- Scope and produce a technology blueprint to support a knowledge architecture, ensuring inclusion of the findings from the activity areas detailed above, focussing on the core technology outputs, namely the end user interface(s), supporting applications and the technology integration needs
- The blueprint should include those aspects of data sources, communications and networks, e.g., the new 4th and 5th generation platforms, where relevant to OSINT outputs and especially, where being able to achieve and successfully share this level of intelligence will draw into the equation the critical Cyber and Crypto elements

7. Target Operating Model (TOM)—overall what does a fully integrated OSINT as part of the wider mix within the Intelligence Cycle look like at strategic and operational levels? Where and how do all of the moving parts, including end users and OSINT sit and fit together?

- Building upon the Technology Blueprint and driven by the Human Factors and Behavioural Modelling outputs and design a TOM which takes the human and technical aspects and wraps around the required business and
service delivery models that would support and enable OSINT capability for better informed decision making to be used operationally

- Use an overarching Enterprise Architecture framework such as that described earlier as used by NATO that enables a unified view to be defined and understood for the entire end to end process, in order to show the compatibility of OSINT across all end users in Law Enforcement, Government and the 5 Eyes\textsuperscript{7} community
- Include within the TOM the necessary hooks into both the existing policy and governance arrangements for operational use of OSINT in LEA operations

8. **Concept of Operations (CONOPS)—** how will OSINT, including that of publicly available imagery such as Google maps or other space-based imagery, as an integral and integrated part of the wider Intelligence mix, be operated across the entirety of end users, both civil and military, across the Intelligence Cycle in both day to day use as well as in a crisis.

- Working with end users across the entire spectrum of the Intelligence Cycle, scope and produce a detailed Concept of Operations for how OSINT will be needed and used in both a day to day role as well as in varying different crisis situations.
- Include within the CONOPS scope a review for the use of OSINT in an integrated mix across the Intelligence Cycle that addresses the interoperability and interdependencies of the following.
  - *Training:* Do existing training methods for analysts and decision makers need to adapt or be re-written to accommodate, integrate and benefit from the use of OSINT?
  - *Equipment:* Are current or planned equipment, systems and technology fit for purpose for OSINT as an integrated part of the intelligence mix?
  - *Personnel:* Are the right people, skills and expertise in place to maximise the use and value of OSINT?
  - *Information:* Are existing information management approaches and outputs structured in the right way to accommodate a greater integration of OSINT?
  - *Concepts and Doctrine:* Are current and future methods of planning and implementation at a conceptual and doctrinal level affected by OSINT and in what way?
  - *Organisation:* Is the current structure of an organisation(s), its governance, leadership, reporting and decision making enabled and in the right shape to benefit from OSINT?

\textsuperscript{7}5 Eyes community: Canada, Australia, New Zealand, the United Kingdom (UK) and the United States (US) are members of the Five Eyes intelligence community. [https://www.opencanada.org/features/canada-and-the-five-eyes-intelligence-community/](https://www.opencanada.org/features/canada-and-the-five-eyes-intelligence-community/).
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9. **Operational Implementation—Enabling Functions**—An integrated model and part of the CONOPS embracing the spectrum of Policy and Governance, People and Process and Technology and Systems detailing what will be the functions used and needed by end users to implement an integrated OSINT; what are the service and business models needed to support the use of OSINT?

- An integrated and integral outputs from the CONOPS but with inclusion of policy and governance frameworks and guidelines which determine the political, legislative and management frameworks within which OSINT must reside
- Produce an audit, analysis and map of the policy, legislative and governance arrangements which currently surround the Intelligence Cycle, captured with the IGA
- Articulate and align these with the TOM to analyse and understand the alignment of the COM with those of the TOM and whether a Delta exists and what Course of Action (COA) may be required to manage any misalignment prior to inclusion into the CONOPS
- Scope, design, test and evaluate what the service delivery, commercial and business models might be to support and enable OSINT into an integrated mix for LEA use ensuring inclusion of the policy, legislative and governance needs
- Scope, design, test and evaluate for inclusion into the CONOPS the people, processes and technology required for the service delivery and commercial/business models of OSINT where these are different from the COM

4.5 **Summary**

To summarise this chapter, it is useful to refer to the opening two paragraphs from the US Congressional Research Service report Open Source Intelligence (OSINT): Issues for Congress December 5, 2007 as follows.

Open source information (OSINT) is derived from newspapers, journals, radio and television, and the Internet. Intelligence analysts have long used such information to supplement classified data, but systematically collecting open source information has not been a priority of the U.S. Intelligence Community (IC). In recent years, given changes in the international environment, there have been calls,
from Congress and the 9/11 Commission among others, for a more intense and focused investment in open source collection and analysis. However, some still emphasize that the primary business of intelligence continues to be obtaining and analysing secrets.

A consensus now exists that OSINT must be systematically collected and should constitute an essential component of analytical products. This has been recognized by various commissions and in statutes. Responding to legislative direction, the Intelligence Community has established the position of Assistant Director of National Intelligence for Open Source and created the National Open Source Centre. The goal is to perform specialized OSINT acquisition and analysis functions and create a centre of excellence that will support and encourage all intelligence agencies.

This statement, produced in 2007 provides a valuable reference to the direction of travel for the use of OSINT by LEAs in all aspects of their day to day use. However now, in 2016, there is a glaring absence in this statement of the terms Social media, Satellite and Drones, all of which have had an exponential increase in development, reduction of cost and use. This increase has led to a situation where during the Cold War, OSINT accounted for just 10% of the information provision for intelligence with 90% originating from closed source. Whereas today, this is reversed, with 90% of information and data for intelligence use coming from OSINT.

The exponential increase in availability of OSINT and its use by LEAs, makes the need to ensure that full integration of OSINT, as it exists at present and might develop in the future, with that of closed source intelligence is essential; all within an overarching Information Governance framework. In so doing, a more accurate, timely and appropriate use by LEAs in their day to day decision making can be achieved.

Critically, this would provide a greater level of assurance in the use of such intelligence, the two sources providing mutual support, in order to assure both LEAs and the citizens whom they serve, with the knowledge that the decisions made and acted upon, have been based upon the most reliable, accurate and trusted information available at the time, and that better informed decisions have been the result. In achieving such an outcome, the perceived damage to the UK’s political and intelligence communities, as indicated by the UK’s inquest into the Iraqi war (BBC 2016), might be lessened or indeed, might never have occurred.
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5.2 Contextual Background

Following the September 11th attacks, much of the Western-democratic world has increasingly struggled to balance traditional liberal values against modern security concerns (Moss 2011). In light of international terrorist killings having increased by fivefold since the year 2000 (Institute for Economics and Peace 2014) and the recent attacks in Brussels, Paris and Tunisia, reports suggest that the Conservative-led government has increasingly pushed surveillance and investigative technologies to new precedents (Elworthy 2015). Whilst the government defends such securitisation policies as essential, it has increasingly been met with controversy, both by opposition parties as well as by members of the public, political activists and even NGO’s such as Amnesty International (2015). Whilst such concerns are primarily fuelled by terrorism, further criticisms have been caused through the recent ambiguity of potential domestic extremism and serious criminal definitions (Jones 2015) that are expected to come under surveillance. Often the media and activist groups have labelled such approaches as a general ‘mass hysteria’ of inappropriate and unjustified profiling (Evans and Bowcott 2014).

This chapter will examine three critical narratives that influence the public, political and policing sphere of internet-age OSINT: first, the lack of public clarity on the topic of UK police OSINT; secondly, the opposing narratives and contradictory arguments put forward against legitimacy and proportionality and thirdly, the chapter will address information and statements from independent and publicly available reviews relating to OSINT practices.

The case of the UK is one worth studying amongst the wider European audience. The tragic increasing trends of successful terrorist attacks and casualties and the ongoing destruction, displacement and disruption throughout parts of the Middle East have created for many EU states; increasing security and surveillance challenges, in particular to fight terrorism, immigration and organised crime. Therefore, as one of the most geographically secure and heavily monitored (Barrett 2013) nations in Europe, the UK makes an excellent case study as the wider European audience may, considering the continuation of trends, follow suit. Indeed, regarding violent radicalisation, countries such as Spain, France, Belgium and Germany have stepped up security and surveillance (Ryan 2016; Youngs 2010).\(^1\) Even temporary increases in security can cause large public “blowback”, and so to consider the repercussions of UK OSINT and surveillance opinions makes for good resilience and continuity preparation.

\(^1\)European Parliaments Privacy Platform, Policy Meeting Minutes. Available at: https://www.ceps.eu/sites/default/files/events/2011/10/Prog6299.pdf.
protest. The growing concern with Open Source Intelligence Investigations and surveillance is unlike the physical presence of cameras, airport security systems, police cars beside a motorway—there is no physical awareness of OSINT deployment. Therefore, proactive use of internet-based OSINT is likely to face even greater contest from opposition, and the cases for it ought to be transparent, proportionate and justifiable to the majority in order to minimise blowback.

The public should again be reassured of the effects of UK legislature as detailed in this book (see Chaps. 17 and 18) that help to limit practitioners from abusing the technology and authority available. Additionally, it is essential for practitioners to understand, stay up to date with and engage upon external grievances and misconceptions.

5.5 Independent Reviews

The third critical section that OSINT practitioners need to be actively aware of is the regular reports, publicly disseminated from independent bodies such as the Annual Report of the Chief Surveillance Commissioner (Rose 2015). It is worth noting that despite the age of the report, in terms of recent technological developments, governmental legislations (moving to ban end-to-end encryption) and the FBI vs. Apple San Bernardino case, a more recent review has not been published. This may be worrying to members of the public or members of groups that fight for internet freedom and anonymity, as the UK government (particularly GCHQ/NSA) has been seen, by some, to be using loopholes in outdated legal terminology and frameworks to justify and ratify the existence of PRISM; indeed, particularly so when acts such as RIPA have come under-fire for being outdated, not dedicated to the arrival of the modern internet and are being exploited by offshore government surveillance loopholes.

Indeed, this is especially concerning following excerpt from the most recent report, “We are in an era of unprecedented scrutiny of the use of covert tactics by State bodies and how these are authorised and managed. The OSC has had, and will continue to have, a key role in ongoing oversight of these matters on behalf of parliament, the Government of the date, and the public. It concerns me that, after so many years of oversight under RUPA, RIP(S)A and the Police Act 1997, there remain some small, yet important, gaps in oversight” (Rose 2015). Such publicly available comments, from an impartial review, are extremely important in ensuring maximum levels of authenticity and transparency. However, with similar comments like this being recorded in the previous reviews, practitioners must be aware of the ease that such high level content, may be deliberately or mistakenly misconstrued; “many commentators in the media do not accurately describe the extent and purpose to which these powers are used.”4 Therefore, it is essential to make sure

---

4Ibid., p. 3.
publicly available information regarding the usage of OSINT and other potentially controversial topics are not overly-technical or un-necessarily long - or alternatively it may be beneficial to include alongside them a condensed and simplified version that may be promoted and disseminated (see Chap. 4).

Furthermore, the report details how many local authorities have struggled to use OSINT as they should be regulated. On several occasions social networking sights “have been accessed … for an investigative approach without any corporate direction, oversight or regulation. This is a matter that every Senior Responsible Officer should ensure is addressed, lest activity is being undertaken that ought to be authorised.” Of particular importance, is the publicised notion that legislature such as the Protection of Freedoms Act 2012 have “little evidence to be a move for the good”, and that as a “political reaction to a media frenzy”, they have placed far too much emphasis on actual OSINT practitioners and not towards better educating magistrates and other judicial staff. As a result of this, often OSINT and accompanying surveillance and investigation operations from the police struggle to get proper authorisation when necessary. Indeed, this reinforces the significant point that contemporary OSINT rarely functions as a stand-alone component, but as a complimentary tool for a wider framework of intelligence gathering. This wider framework is interlinked and co-dependent on a broad variety of factors: from hierarchical and legal authorisation through to ethical and political considerations, down to more indirect vectors such as potential public backlash and providing the media with misconceptions.

## 5.6 Conclusion

Overall, it is necessary to examine the subjective narratives of various parties that may be sensitive to, or potentially opposed to the practice of contemporary OSINT. An awareness of the ongoing friction between such schools of thought is necessary to minimise negative attention that may be detrimental to the reputation and resources of practitioners.

To evaluate modern challenges and perspectives that surround the sphere of Open Source Intelligence Investigation and surveillance. Public, private and state opinions on the topic have proven in previous years to be largely influential and authoritative over OSINT due to the highly sceptical and cautious socio-political stance that has emerged. Therefore it is in the mutual interest of the OSINT practitioners, security stakeholders and public and government representatives to ensure maximum transparency, awareness and education, with respect to the aspects of policing OSINT that require discretion such as specific tools, programs and tactics. Nonetheless, OSINT practitioners should make an effort to further publish the limitations of their capabilities, if feasible, to reassure the public as well as clearly documenting and

---

5Ibid., p. 28.
publishing the proportional rationales and authorisation that allow for OSINT to be deployed. Indeed, the lack of a physical police presence to be observed and monitored by the public likely creates anxiety for some individuals. Therefore greater dissemination via the OSINT practitioners of the strict guidelines of RIPA, the Protection of Freedom Act 2012 as well as information regarding data protection, officer monitoring and log-keeping standards should be publicised with reasonable dedication. In a similar manner that the wider public, media and private spheres feel both protected by and protected from law enforcement through common knowledge of the scope and limitations of police power, the digital spectrum of policing also needs to better roadmap the procedures and limitations of internet-based OSINT to reassure non-domain experts and avoid potential controversy and discontent.

Overall, by using the United Kingdom as a case study of high-level surveillance and security monitoring society, practitioners are able to anticipate potential scenarios, wherein the public, private, media, opposing and political narratives may cause problems, barriers and opportunities for discussions regarding OSINT investigations. In particular, it is important to look at examples such as the public availability of legal documents and independent reviews of OSINT investigations, as similar processes are carried out over Europe. It is through clearly disseminating such material, that narratives of misinformation and disinformation may be better dispelled.
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Chapter 6
Acquisition and Preparation of Data for OSINT Investigations

Helen Gibson

Abstract Underpinning all open-source intelligence investigations is data. Without data there is nothing to build upon, to combine, to analyse or draw conclusions from. This chapter outlines some of the processes an investigator can undertake to obtain data from open sources as well as methods for the preparation of this data into usable formats for further analysis. First, it discusses the reasons for needing to collect data from open sources. Secondly, it introduces different types of data that may be encountered including unstructured and structured data sources and where to obtain such data. Thirdly, it reviews methods for information extraction—the first step in preparing data for further analysis. Finally, it covers some of the privacy, legal and ethical good practices that should be adhered to when accessing, interrogating and using open source data.

6.1 Introduction

Underpinning all open-source intelligence investigations is data. Without data there is nothing to build upon, to combine, to analyse or draw conclusions from. Furthermore, as will be seen in Chap. 18 collecting data in the ‘wrong’ way may leave it inadmissible as evidence in court; therefore, it is imperative that the data collected is collected for the right reasons and that no more data is collected than is strictly necessary. This chapter will outline some of the processes an investigator can undertake to obtain data from open sources as well as methods for the preparation of this data into usable formats for further analysis. The following chapters will then build on this starting point by discussing techniques for analysis (Chap. 7), the deep and dark web (Chap. 8), integration with non-open source data (Chap. 9), and finally with an examination of the choice and design OSINT tools (Chaps. 10 and 11).
NATO (2001) splits open source information and intelligence into four categories: Open Source Data, Open Source Information, Open Source Intelligence (OSINT) and Validated Open Source Intelligence (Fig. 6.1). NATO defines each of these categories differently and through these definitions we can see that Open Source Intelligence is most appropriate to law enforcement investigations, in particular. NATO describes OSINT as “information that has been deliberately discovered, discriminated, distilled, and disseminated to a select audience … in order to address a specific question.” Furthermore, we want to move towards validated OSINT, i.e., “information to which a high-degree of certainty can be attributed”, which is, in part, what Chaps. 7 (validation) and 9 (fusion with non-OSINT data) will enable us to work towards achieving. The data collection and processing methods outlined in the chapter only take us, at best, as far as having open source information, and we leave it to the other chapters in the section to discuss how we move from information to intelligence.

With regards to the importance of OSINT in the future we need only look towards Mercado’s (2009) article where he claims: “Not only are open sources increasingly accessible, ubiquitous, and valuable, but they can shine in particular against the hardest of hard targets. OSINT is at times the “INT” of first resort, last resort, and every resort in between.” That is, in effect, saying that data from open sources are perhaps the most useful weapon in the arsenal of an investigator above all other sources and all other intelligence. In fact, Pallaris (2008) estimates that between 80 and 95 % of all information used by the intelligence community comes from open sources. For law enforcement the above may be an exaggerated claim;

![Fig. 6.1 From open source data to validated OSINT](image-url)
however, with so much of people’s lives being lived online it is becoming an ever more important resource in the fight against crime and terrorism.

There appear to be two clear ends of the spectrum with regards to the collection of open-source data. At one end, is the extremely specific and manual search of sources, such as the internet and social media, perhaps tracking down a particular individual or specific information about them, such as those conducted by the contributors to Bellingcat\(^1\) (see Chap. 12) and the examples in Chap. 13 on LEA use cases. At the other end of the spectrum are much larger, although still targeted, investigations where investigators may be interested in the discussion happening around a specific topic or event directly relevant to their investigation but do not necessarily have a specific piece of information that they are searching for. Of course far beyond the end of this spectrum is the kind of mass surveillance we often hear about in the media, especially post Snowden’s revelations (Greenwald et al. 2013) but this is outside the scope of this book and normal investigations.

The rest of this chapter proceeds as follows: First, we discuss the reasons for needing to collect data from open sources. Secondly, we introduce a number of different types of data that may be encountered including unstructured and structured data sources and where to obtain such data. Thirdly, we review methods for information extraction—the first step in preparing data for further analysis. Finally, we briefly cover some of the privacy, legal and ethical good practices that should be adhered to when accessing, interrogating and using open source data.

### 6.2 Reasons and Strategies for Data Collection

The reasons an investigator may wish to obtain information from open sources are wide and varied. It may be that such information is not available through normal closed-source intelligence channels, it may be to give direction in the search for closed-source intelligence or it may be that an investigator does not want to give up the source of their closed intelligence and so resorts to open sources to find the same information (Gibson 2004). The acquisition of intelligence is, in many organisations, governed by the intelligence cycle. This process, as shown in Fig. 6.2, moves from the identification of the intelligence required through the data collection and analysis phases to the feedback phase where the intelligence collected is measured against the initial requirements, and consequently new requirements are identified. The intelligence cycle is used by both the FBI (n.d.) and the UK College of Policing (2015).

Despite appearances and despite perhaps the lack of acknowledgement when the finished intelligence is presented, those working on data analysis estimate that between 50 and 80 % of their time can be spent on the data-wrangling process (Lohr 2014): that is, the effort to collect the right data, convert it into the required

\(^1\)https://www.bellingcat.com/.
format for analysis, fuse it with other data sources (both open and closed), identify relevant data, and begin the extraction and aggregation processes. Thus carefully planning in identifying data relevant to the question to be answered and the processes for obtaining such data is an essential and also crucial first step in order to extract intelligence that is of the necessary quality and accuracy.

Following the identification of a crime, in a police investigation, investigators will take the necessary steps to identify the material that is relevant to their case (College of Policing 2013). This may include information from witnesses, victims and suspects as well as forensic information from the scene, prior intelligence on individuals and the areas involved as well as accessing data from passive data generators such as CCTV cameras and bank records, amongst others. More than ever data from open sources can augment that information and provide vital clues that may assist in the resolution of the case if identified, extracted, managed, analysed and presented correctly.

Investigations can be both reactive and proactive (Rogers and Lewis 2013). That is, sometimes a crime is committed and the investigation ensues; alternatively, an investigation that is proactive, often called intelligence-led policing, occurs when intelligence is received about crimes potentially being committed which then drives further investigation. Both of these concepts are compatible with open source intelligence; in the reactive case it may be that the investigator believes that information is being shared openly that relates to the case or those involved and wants to be privy to such information, whereas in the intelligence-led cases it may be searching for open sources that confirm, back-up or extend the intelligence that already exists.
In this chapter, we concentrate more on the acquisition of open source data compatible with the intelligence-led approach as we believe that currently this is where the automated methods of data collection can provide the most value at this point in time. Nevertheless, we recognise that for the individual investigator automated methods that can speed up their manual search would be exceptionally advantageous, and we will strive to highlight where manual techniques can be incorporated into automated ones. Furthermore, we refer the reader to Bazzell’s (2016) book on open source intelligence techniques, which is a compendium of semi-automated techniques, tips and tricks for accessing open source data.

6.3 Data Types and Sources

6.3.1 Structured and Unstructured Data

A significant proportion of the data collected during an open source investigation will have an unstructured format or at best may be semi-structured. **Structured data** is data that is highly organised such as data held in typical relational databases with an underlying data model that describes each table, field and the relationships between them. **Unstructured data** is the exact opposite of this: It has no data model defined up-front and no prerequisite organisational structure. Unstructured data may typically include the content of web pages, books, audio, video and other files not easily read or interpreted by machines. Analysing unstructured data relies heavily on natural language processing (which is discussed in the next section) as well as image processing.

Between structured and unstructured data is **semi-structured data**, also sometimes called ‘self-describing data’. This type of data is particularly representative of the type of information accessible through the web such as the type of data available through RESTful APIs (e.g. Twitter). However, even within these services we may find that they contain fields which allow the inclusion of free text, images, video and audio which are notoriously difficult to process automatically and extract information about the content. Table 6.1 contains some examples of how data from different and common open data sources is structured.

6.3.2 Where and How to Obtain Open Source Data

Just because open source data exists, it does not mean that is it necessarily straightforward to access. Identifying the data required to progress the investigation is the first step in determining, which is the best source and method for obtaining such data. Furthermore, accessing the right data but having it in an unusable format will significantly slow down the next phase of analysis and thus considering how
Table 6.1 Example sources of structured and unstructured Open Source Data

<table>
<thead>
<tr>
<th>Structured data</th>
<th>Semi structured data</th>
<th>Unstructured data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data model, database</td>
<td>Self-describing, XML/JSON formats</td>
<td>No structure, free text</td>
</tr>
<tr>
<td>Consented databases</td>
<td>Social media APIs</td>
<td>Webpages, blogs, forums, wikis</td>
</tr>
<tr>
<td>Electoral roll</td>
<td>Public body open data (e.g. police, government)</td>
<td>White papers, reports, academic publications</td>
</tr>
<tr>
<td>Statistical data (ONS, Eurostat)</td>
<td>Google/Bing search APIs</td>
<td>Books</td>
</tr>
<tr>
<td>Geonames, ordnance survey</td>
<td>RSS Feeds</td>
<td>Word documents</td>
</tr>
<tr>
<td></td>
<td>Spreadsheets</td>
<td>Media (images/video/audio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Satellite imagery</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Street view</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Deep/Dark web sources</td>
</tr>
</tbody>
</table>

the data will be returned is also an important consideration. This section outlines some of the processes for obtaining different types of open source data.

6.3.2.1 Supporting Manual Searches

For the investigator at the coalface of an investigation access to open-source information may be an extremely manual process; that is, searching the web, social media sites, news and other open sources discussed below for specific mentions of a name, for an image, for a particular relationship, a phone number or other numerous data types. While nothing can replace the human-in-the-loop for the analytical and sense-making process of whether something is relevant or not and what it means in the context of an investigation, we can use automated searches to try to gather information faster, cast our net wider and bring back information more quickly. This section will discuss some avenues for obtaining data automatically and the following sections will explain some ideas on how to narrow down the data set once the initial search has been completed.

6.3.2.2 Web Crawling and Spiders

Sometimes a manual search is too time consuming, requires too many (human) resources and the result set is too wide for individuals to trawl through checking one site, the next and then the next until they find the information they are looking for following from link to link to link (see example in Fig. 6.3). Setting up a web crawler, sometimes called spider, automates this process by following these links, either indiscriminately or according to some pre-determined rules.
Web crawlers usually start with a number of initial seed URLs from which the crawler will begin. The crawler then scans the page, if required downloads the content, identifies new URLs on that page and then proceeds to navigate to those URLs and repeats the process. Web crawlers can be set up to follow a depth or a breadth first search pattern. Generally, following a breadth-first search, bounded by a specific number of levels is likely to achieve slightly better results as it constrains the crawler to being closer to the initial list of URLs. Further restrictions can be put on crawlers such as restricting them to a specific list of domains, ensuring that crawlers obey the robots.txt file (see Sect. 6.5.2.1), and limiting the types of links that can be followed, for example, ignoring links that navigate to JavaScript or other non-HTML files. Additionally, if a seed URL is identified with content which is likely to change over time, it may be prudent to have the crawl re-run itself at specific intervals in time. Depending on the type of content this could be as often as once an hour up to just once a month or less. If this data collection is time-stamped it will also provide a good opportunity to explore how specific data changes over time.

Web crawlers provide a good starting point for an OSINT investigation if the investigator knows that there is a significant amount of information on the web about the subject they are interested in, but they do not have the time to follow links manually or read each page to identify whether it is relevant or not. Teaming up a web crawler with a processor that identifies whether or not a page is going to be relevant is also a good way to reduce the result set and exclude links that have little
content related to the initial search. Techniques such as **categorisation** and **information extraction** can help in identifying whether a page may be useful or not to an investigator.

### 6.3.2.3 Web Metadata

Metadata on web pages, sometimes also known as microdata, social structured data or 'rich snippets' provide information about the content of a web page in a specified format. It forms part of what is known as the semantic web. Use of the mark-up, such as that popularised by schema.org, means that within the HTML of the webpage there are certain tags which describe the content of that webpage. It can be as simple as including the title, author and description or more complicated including mark-up for organisations, books, TV series, products, locations and much more. As well as ‘things’ the mark-up may also contains information about the actions that can be taken on a webpage. Twitter and Facebook have created their own versions of metadata that can be included in webpages known as Card Markup\(^2\) and Open Graph.\(^3\) Furthermore, both HTML\(^4\) and WAI-ARIA\(^5\) (a specific mark-up aimed as aiding those who use assistive technologies to browse the web) both have signposts that will assist HTML parsers in understanding (and machine reading) the content.

While these mark-ups are often used by marketers trying to promote their pages more effectively, we can also consider what does it mean for the OSINT investigator? Firstly, if during a web crawl numerous web pages are returned, each of these pages will have different ways of organising the content on the page making it more difficult to extract the main content of that page without any extraneous information. Utilising these tags within the information extraction process will allow to reliably extract, at the very least, an accurate title, description, author and more for the article you are searching. Of course, an investigator (and a crawler) may not always be searching through news sites that contain these mark-ups; however, they can also be used by forums and blogs.

### 6.3.2.4 APIs

APIs or application programming interfaces are one of the most common ways to retrieve data. For example, to obtain search result data from Bing,\(^6\) their search API provides automated access to their results from a specific query. From Twitter you

---
\(^2\)https://dev.twitter.com/cards/markup.
\(^3\)https://developers.facebook.com/docs/reference/opengraph/.
\(^4\)https://www.w3.org/TR/html5/.
\(^5\)https://www.w3.org/WAI/intro/aria.
might use their REST or streaming API or you might use Facebook’s Graph API. Pipl (the person finder) also has its own API, and many other services who allow access to data also provide access via an API.

Access to an API usually requires first signing up for an API key for that particular service. Each key will then have limits restricting the amount of data you can request or receive within a specific time period. Once this time period has elapsed you will be able to run queries against the API and obtain the information that you are interested in (see Sect. 5.2.1 for a more in-depth discussion on API limits).

### 6.3.2.5 Open Data

During the last 10 years the move towards open data has gathered pace. Somewhat confusingly, open data is only a subset of the open source data we talk about within OSINT. Open data is usually made available, because an effort (or even a requirement) has been made to publish such data in a machine readable format to enhance transparency within organisations. Open data, therefore, can be another valuable resource in the open source investigator’s arsenal. While of course much of this data is highly aggregated and anonymised, there can still be useful snippets hiding within. Data such as local government spend data details which small companies and sole traders have contracts for services within local government (and other areas) that can then be traced back to specific people. For instance, Companies House\(^7\) now publishes basic company data for anyone to download and search: For small companies the correspondence address often corresponds with their home address, thus exposing this information to anyone who cares to search for it.

We also must not forget other types of open data that may not be directly relevant to the investigation, but assists in helping understand the environment surrounding the investigation. This includes geographic data such as that published by Geonames\(^8\) or Ordnance Survey in the UK,\(^9\) which can be used to turn names of places into latitude and longitude coordinates, or vice versa. Data such as weather and other environmental data, satellite, street view and other imagery may also be useful. Photo sharing sites such as Flickr and Instagram may also be able to provide useful contextual data.

### 6.3.2.6 Social Media

More than any other open source resource, data posted to social media can be a treasure trove of information about particular events, people and their relationships.

---

\(^7\)https://beta.companieshouse.gov.uk.

\(^8\)http://download.geonames.org/export.

Social media even has its own distinct acronym within the intelligence family known as SOCMINT (Omand et al. 2012). The London Riots of 2011 highlighted law enforcement’s inability to deal with information posted on social media and the fact that it lacked the manpower, procedures and processes to extract data from social media and turn it into actionable intelligence that would have allowed them to understand the dynamics of the riots and consequently allowed them to react faster and more pro-actively (HMIC 2011). As highlighted by this case (and other large crisis events such as terrorist attacks) we note that even the first step of collecting data from social media in an efficient and effective manner is not a trivial task. We briefly discuss some methods for obtaining data from the most common social media sites.

As discussed above, most social media sites make (some of) their data available through an API. Data resellers such as Gnip and Datasift provide more comprehensive access to social media data. However, this data also comes with a not necessarily insignificant price. Data can also be captured from social media ‘on-the-fly’, but it is very much data that is available in the moment and may not be what existed a week ago or a week into the future (Shein 2013).

Obtaining tweets from Twitter is perhaps the best example of this ephemeral nature of social media data, although, the time period in which the data remains accessible (without paying for it—thus it is not truly ephemeral in the way that a service like Snapchat exists as the data is still accessible for those who really want it) varies depending on how the data is accessed. Twitter offers two main API services: its REST APIs and the Streaming API. The REST APIs allow users to interact with Twitter through both accessing and updating data. We are more interested in the accessing of data. The APIs provide the opportunity to download data about a particular user’s friends and followers, the tweets they have posted or marked as favourites and the lists they have created. Twitter also makes available a Search API whereby users can download a significant proportion of all tweets using a specific keyword or hashtag. These tweets can then be further narrowed down by using specifications on geo-locations, sentiment, time periods and more. The restriction on the Search API is that only tweets in approximately the last week are available.

In terms of straightforward access to the search API, Twitter Archiver is an add-on to Google Sheets that allows to enter search queries and returns them in a spreadsheet table format with the tweet text, the user and username, date and time,
the tweet id and some basic user information (as shown in Fig. 6.4). Similarly, NodeXL\(^\text{17}\) is a network visualisation add-on for Microsoft Excel that provides the functionality to import data directly from the Twitter API (Hansen et al. 2010). These kinds of tools can be useful to the open source investigator as they have a low barrier to entry and provide data to a user in a familiar format, which can usually be easily imported into other tools.

Accessing Facebook\(^\text{18}\) data through their Graph API is far more restrictive than Twitter in terms of the kinds of information that can be accessed. While information and posts made on public pages and events are readily accessible, data about the friends or from the timeline of specific people are not provided whether this information within their profile is set to public or not. Thus a wider amount of data is available to the investigator through interrogating a user’s profile page manually and moving from link to link. However, capturing and managing this information is far more difficult than accessing it through an API, and there does not yet appear to exist solutions that effectively capture that data and remain within Facebook’s terms of service—crawling Facebook itself is strictly forbidden (Warden 2010). Furthermore, the amount of information you can read on a person’s Facebook page depends on whether you are signed into the service or not. The amount of information available is restricted when you are not signed in.

\(^{17}\)http://nodexl.codeplex.com/

Although, LinkedIn\textsuperscript{19} is a professional social network, the information that is shared on the platform is usually detailed as illustrated by ICWatch\textsuperscript{20} which set out the personal information made available online by those in the intelligence community. Thus, if those who work in the intelligence community are potentially so lax with their own privacy then it is likely that many other citizens will be too. Therefore, in certain situations LinkedIn should also be considered a valuable source of OSINT.

As we can see, the rich amount of information made available on social media sites and its relative ease of access in obtaining or at least viewing this data makes it a goldmine in terms of investigations.

\textbf{6.3.2.7 Traditional Media}

Access to traditional media is easier than ever with most newspapers and media organisations having an online presence where they reproduce the articles that, for example, may be included in that day’s newspaper. These news sources are often catalogued through RSS feeds and some even have their own APIs such as the BBC,\textsuperscript{21} Guardian,\textsuperscript{22} Associated Press\textsuperscript{23} and the New York Times,\textsuperscript{24} amongst others. This ease of access, which ranges from large organisation such as those listed above to much smaller local newspapers which may contain more specific information particularly relevant to investigators, dramatically improves how quickly information can be disseminated anywhere in the world.

As well as searching sites individually, news aggregators such as the European Media Monitor,\textsuperscript{25} the Global Database of Events, Language and Tone (GDELT)\textsuperscript{26} and to a lesser extent BBC Monitoring\textsuperscript{27} all provide wider access to searchable databases from across the globe, which may already have been pre-translated into English.

\textbf{6.3.2.8 RSS}

RSS or Rally Simple Syndication is a machine-readable method, based on an XML format, of publishing information about which new articles, posts, etc. have been

\textsuperscript{19}www.linkedin.com.
\textsuperscript{20}https://transparencytoolkit.org/project/icwatch/.
\textsuperscript{21}https://developer.bbc.co.uk/content/bbc-platform-api/.
\textsuperscript{22}http://open-platform.theguardian.com/.
\textsuperscript{23}https://developer.ap.org/ap-content-api.
\textsuperscript{24}http://developer.nytimes.com/docs/times_newswire_api/.
\textsuperscript{25}http://emm.newsbrief.eu/overview.html.
\textsuperscript{26}http://gdeltproject.org/.
\textsuperscript{27}http://www.bbc.co.uk/monitoring.
added to a website. A single RSS feed may cover one particular blog or it may cover one specific topic on a larger news site. Monitoring RSS feeds is possible either through an RSS reader such as those offered by Feedly\textsuperscript{28} or Digg\textsuperscript{29} or as part of a larger monitoring system.

While RSS may be helpful if you are monitoring a specific topic, it may be more useful if you want to capture the posts made to a specific blog. Blogs are often used to air personal opinions and sometimes personal grievances, especially when users feel that their opinions are not being heard through other more official channels. Thus monitoring and being alerted to these new posts and (if the functionality exists) to new comments made on these posts is potentially another vital information source.

6.3.2.9 Grey Literature

Grey literature is defined as articles, reports, white papers and other literature that does not fall into the category of normal open sources nor into the consented data, but may still contain useful information for open source investigations. These reports may often be in pdf or word documents and are not necessarily easily accessible or their existence may not be well signposted, especially as the links that they are hosted at are susceptible to change as companies and institutions update their sites and links are not maintained.

For an open-source investigator the usefulness of grey literature will depend on the context in which they are investigating. If they are following up on very specific crimes or activities perhaps information held in these grey sources may not be particularly useful. However, for the type of OSINT required for Industry data contained within grey literature may be enough to provide competitive advantage.

6.3.2.10 Paid Data and Consented Data

The word ‘open’ in open source intelligence must not be confused with the word ‘free’. Thus it is perfectly acceptable to consider sources that exist only behind a paywall as key open source. In fact, this data in particular may give investigators an advantage because people cannot necessarily control, or even be aware of, the data these private companies hold on them and consequently, they cannot take steps to remove it. This includes data such as Thomson Reuters’ World Check,\textsuperscript{30} which compiles data on individuals deemed to be at high risk, such as suspected terrorists or members of organised crime.

\textsuperscript{28}https://feedly.com.
\textsuperscript{29}https://digg.com/reader.
\textsuperscript{30}https://risk.thomsonreuters.com/products/world-check.
Consented data is a subset of paid data. Consented databases such as those provided by LexisNexis,\(^\text{31}\) GBG,\(^\text{32}\) 192.com and Experian\(^\text{33}\) usually require payment for the access of specific records or a subscription which allows a certain number of searches per month, for example. These databases may contain information on companies, people, phone numbers, addresses, email address and other personal information that people have consented to making available. These databases can then be used by law enforcement professionals to either validate or extend the knowledge they may have about a person of interest.

6.3.2.11 Data on the Deep and Dark Web

The deep web is all content on the internet that is not indexable by Google or other search engines. This includes information on forums and other sites that are not accessible without usernames and passwords as well as pages with dynamically generated content. In fact, it is estimated that between 80 and 90\% of the internet is not available on traditional search engines (Bradbury 2011).

The dark web is a specific part of the deep web that can only be accessed through the use of specific browsers such as Tor\(^\text{34}\) or even specific operating systems such as Tails.\(^\text{35}\) Because content hosted on the deep and dark web is generally not indexed or easily searchable, new techniques and tools have (and still need to be further) developed to facilitate the easier access to this information.

Mirroring the path followed by the surface web over the last 10–15 years, we are now beginning to see the advent of crawlers and search engines for these sites such as those developed by DARPA known as Memex (DARPA 2014) (of which some modules were recently open sourced).\(^\text{36}\) Researchers have also developed methods for data mining (Chen 2011) and methods to crawl forums (Fu et al. 2010) on the dark web. Google has also published the methods they have used to gather content on the deep web within their search engine, whereby they pre-computed the data required to fill in the HTML forms that would allow them to access additional content (Madhavan et al. 2008). Thus the potential for anyone to be able to access content on the dark web much more easily in the future is becoming a real possibility. (A more comprehensive discussion around OSINT and the deep and dark web can be found in Chap. 8.)

This section has given an overview of the types of data that is available to open source investigators if they know where to look for it. This compilation is definitely not exhaustive but should provide a good starting point for investigating avenues.

---

31 https://www.tracesmart.co.uk/datasets.
33 https://www.experianplc.com/.
34 www.torproject.org.
for acquiring open source data. The next section details the first steps in the analysis of these types of data by explaining some methods to move from unstructured to—at least—semi-structured data.

### 6.4 Information Extraction

While the techniques for accessing data listed above will allow you to identify the sources and extract the content, at this point we are still a distance from having an output we could call OSINT. Thus, the next stage in the process is to take the data acquired and attempt to extract pertinent information and put this into a standardised format that will enable the aggregation and visualisation processes taken further down the line to take place efficiently and effectively (see Chap. 7).

Information extraction can be defined as the process of taking data from an unstructured state into a structured state. The most common example of this process is the parsing of natural language text and the extraction of specific entities and events or the categorisation of the text. Due to the large amount of open source web-based and textual data that can be used as a starting point for amassing OSINT, it is essential that an open source investigator has a good understanding of how information can be effectively extracted from textual sources and how they can make use of existing tools as well being able to develop their own extraction solutions.

#### 6.4.1 Natural Language Processing

A significant proportion of the information extracted from open sources is in free-text format whereby there is little restriction on what can be contained in such fields, except perhaps a character limit. However, even within natural language processing (NLP) itself there are a number of nuances to consider: namely the way that people write online on social media, on blogs, in comments or on forums varies considerably compared to the structure of textual content scraped from news articles, official press releases and other such similar documents. These differences affect the way that we extract information from the text and the ways in which we have to consider the semantics of language as well as the likelihood of spelling errors, colloquial synonyms and the use of nicknames and usernames rather than ‘real names’. These idiosyncrasies are potentially admissible as evidence (see Chap. 18).

A number of libraries and APIs exist to assist in this process such as Python’s NLTK (Bird and Loper Bird 2006), Gate (Cunningham et al. 2013), and the AlchemyAPI,\(^{37}\) amongst many, many others. For the Open Source Investigator who

\(^{37}\)http://www.alchemyapi.com/.
cannot dedicate the time and resources to learning how to take advantages of such languages and libraries resources such as parts of the Stanford NLP tools (Manning et al. 2014) exist, which provide desktop software applications to perform extraction. However, many of these tools are at their most powerful when incorporated into part of a larger toolkit.

6.4.1.1 Main Body Extraction

With the majority of open sources being online, being able to effectively extract the main content of a web page is a vital step in the process of moving towards entity extraction and other information extraction techniques to prepare the data for further analysis. Compared to even just a few years ago, today’s web pages are relying more heavily on JavaScript and dynamically generated content as well as including advertising and links to popular or related articles. This results in an increasingly complex structure of HTML tags that makes it more and more difficult for computers to recognise which is the main content and which is the associated content. Thus being able to apply methods and techniques that are able to accurately and efficiently extract this information in order to have a clean document to perform NLP is the first key step in the information extraction process.

Main body extraction is the process of taking a web page’s HTML structure and extracting from it only the text that makes up the article and not the surrounding images and links that you would see if you viewed the web page on a browser. Main body extraction is what tools such as Flipboard38 and Evernote’s WebClipper39 do when you view articles using their functionality. Main body extraction is an important component in the information processing pipeline, as if we perform entity extraction without it we are likely to extract extraneous entities relevant, for example, to the top stories of the day or adverts and not to the article we are interested in; thus diluting the quality of our information extraction processes (see Fig. 6.5 for an example).

Tools and libraries to carry out such a process include Goose (available in both Scala40 and Python41 flavours, amongst others), the AlchemyAPI42 and Aylien.43

---

38 https://flipboard.com/
39 https://evernote.com/webclipper/
40 https://github.com/GravityLabs/goose.
41 https://pypi.python.org/pypi/goose-extractor/
42 http://www.alchemyapi.com/products/alchemy/language/text-extraction
43 http://aylien.com/article-extraction/
Gatwick Airport runway closed 'as surface breaks up'

Gatwick Airport has closed its runway and an investigation is under way after claims the surface started to break up.

Earlier, Gatwick tweeted an apology to anyone impacted by the closure. It said: “Our runway is temporarily closed while we carry out investigations. Apologies if you're impacted. We'll update you shortly.”

BBC London Travel tweeted there are reports the surface is breaking up with arrivals being diverted to Stansted and Bournemouth airports.

In a further statement, a spokesman for the airport said the main runway was temporarily closed at 15:48 BST while a reported issue was investigated.

He said: “We have now switched our operation to the Northern Runway and flights are departing and arriving from Gatwick. “There will, however, be some delays to flights because of this. “The safety and security of our airport and passengers is our number one priority, but we'd like to apologise to passengers impacted today.”

Fig. 6.5 Demonstration of how much ‘other’ content most web pages contain in addition to the key information (highlighted): title, time and date, main article
6.4.1.2 Entity Extraction

Entities are real objects such as people (i.e., names), organisations and places mentioned in text. However, they can also include objects such as dates and times, telephone numbers, email addresses, URLs, products and even credit card numbers. These pieces of information are typically key parts of the text and the story that it is trying to tell and by extracting them we can utilise them in our further analysis. Entity extraction, also called named entity recognition, can be performed using linguistic, pattern based or a statistical machine learning methods. Linguistic and pattern based methods rely on accurately deconstructing the component parts of a sentence into nouns, verbs, adjectives, etc. and then using these patterns to identify which parts of the sentence may contain names or organisations. They may be assisted by the use of capital letters and other punctuation marks as well as potential word lists if the data being extracted belongs to a specific domain area with a concise vocabulary.

Machine learning techniques use existing data from the same domain as the one you wish to extract information from and uses it as a training set. Text may still be broken down into its component grammatical parts. Training data is usually labelled (thus it has a high start-up cost) as it often requires many human trainers and a significant amount of data to begin the analysis. Imran et al. (2013) showed that training data around particular crises was not necessarily effective even when the nature of the crisis was the same, meaning that some caution may have to be applied to these results.

An issue for both the machine learning and pattern-based techniques is that they both rely heavily on the type of source data they receive. For example, if a number of rules are defined based on the text found in news articles or a number of models are trained on the same basis then using this data for text posted on social media may have a much lower accuracy than if they were used against the same source. Thus the origin of the models used must be kept in mind at all times.

In order to carry out this type of entity extraction a number of software tools are available. The AlchemyAPI, Aylien, and Rosette amongst many others are tools that use the ‘freemium’ model for their text analytics services and support entity extraction and many other types of textual analysis. However, most of these services are generic and not specific to a particular domain and thus may not give you the fine-grained entity extraction that you require. The alternatives are then to begin constructing rules and models yourself. Libraries and software such as StanfordNLP Named entity recogniser (Finkel et al. 2005) which can be run as a simple desktop application, the NLTK in Python, GATE and OpeNER are some

---

45 http://nlp.stanford.edu/software/.
46 http://www.opener-project.eu/.
of the more popular applications. Commercial programs such as SAS’s Text Analytics suite\(^4\) also provide methods for entity extraction.

Entity extraction within a document, be it a news article or a single tweet only ever takes you so far. Typically entity extraction only extracts the entities (as would be expected). However, just as valuable as the entities themselves are the context in which they are mentioned. The next section introduces entity-relation modelling within text analytics that aims to provide more information than simple entity extraction.

### 6.4.2 Modelling

While the extraction of entities is no doubt useful, when we consider open sources we may want to be ‘smarter’ than just extracting all entities. Most textual content is built on at least some kind of structure. For example, a news article may begin with the salient and most recently discovered facts while the latter part of the article may give background information. Social media posts often do not just exist in their own context, they are a response to something happening in the world today or to a post made by someone else. Knowing this information gives context to the article, the post, the image, etc. Thus, if we know the context in which we are trying to extract data we carry it out more effectively. Therefore alongside entity extract we are also looking for indications of specific events happening, and it is even more useful if we can tie these events to the entities we have extracted.

#### 6.4.2.1 Entity Relation Modelling

Entity relation modelling uses the idea that natural language follows a specific structure, namely that a sentence follows the pattern Subject—Predicate—Object where predicate is sometimes called a relation. The subject is the person who carries out the action, the predicate is the action itself and the object is the who/what/where the action was carried out. Entity relation modelling allows us to identify not only the entity but the action that it is associated with. This information is infinitely more valuable than simple entity extraction as it immediately gives information about the context the entity appears in and provides more options for the subsequent analysis.

### 6.4.3 Feedback Loops

Extracting data is rarely a one-time process, especially when carrying out intelligence-led investigations. It is more than likely that one piece of information

or intelligence discovered will lead to a new line of investigation, a new enquiry or just a piece of knowledge that can enrich our existing model. Therefore it is vital that having extracted the information and passed the data on for further analysis that we do not just stop there. Either from the entity extraction itself or from the results of the analysis new information may have come to light that can improve our initial search terms, narrow down or even widen the scope of what is being looked at or allow to update the models determining what is extracted. This ensures that our OSINT investigation is following the standard intelligence cycle of direction, collection, processing, analysis and dissemination which can then led to feedback (DTIC 2007).

### 6.4.4 Validation Processes

Validation of your open sources needs to take place at all stages of the open source investigation process. Investigators who follow an automated information extraction process will, more than likely, suffer from the problem of having too much information rather than too little. Therefore any steps they can take to reduce this information overload will help them get to the meaning of their data more quickly. One of the primary ways they can achieve this is through the validation of the relevancy of the sources they have found which then allows them to disregard those sources and consequently narrow the pool of information they are searching in.

Each of the above steps can be utilised in the validation process. For example, if no entities or events are extracted using your model it may be this article is not relevant to your scope. This helps to determine the relevancy of the information collected. Other validation processes may include the assessment of credibility and levels of corroboration and are discussed in more depth in Chap. 7.

### 6.4.5 Disinformation and Malicious Intent

When accessing data from open-sources we have to realise that it is not just us that has the ability to search for and retrieve this data—those who we are investigating also have the potential to possess the same capabilities. Furthermore, if they know that open sources are being investigated, they may deliberately try to falsify information online.

The motives for incorrectly spreading information can vary in a number of different ways. First, people may share things that they have read innocently believing it to be true and not applying their own validation checks before re-sharing—a common occurrence with news stories on platforms such as Twitter and Facebook. This, whilst potentially annoying to an open source investigator, is not done by people attempting to misdirect the investigator, but rather through
carelessness and lack of critical thought motivated by the desire to be the ‘first’ one to share that information with their friends or followers.

Secondly, people subtly edit their personal information online in order to protect themselves from a privacy point of view (Bayerl and Akhgar 2015). Then thirdly, the intentional spread of disinformation maliciously is a much more serious matter and can be seen as an attempt to deliberately subvert detection online or to point investigators in the wrong direction, so as to distract from interest in themselves or to prevent investigators from connecting the dots between them and their associates.

6.4.6 Software Tools for Data Collection and Preparation

Within the previous sections we have discussed data collection and preparation methods for beginning the open source intelligence cycle. However, many open source investigators cannot rely or are not able to build the tools that they require themselves. There are a number of both commercial and openly available tools to assist in this process. By using pre-built tools investigators may lose some fine-grained control over the information accessed and extracted; however, the may make up for this in the speed of carrying out this process.

Commercial tools that can carry out open source data collection and preparation include i2 Analyst Notebook, Maltego and CaseFile Palentir and AxisPro. Although Maltego has been described as not doing “much more than someone could do with technical skills and a browser” the same author also notes that “its beauty lies in its ability to scale” (Bradbury 2011). Each of these tools contain methods for data collection, both in real-time as well as being able to import offline data as well as entity extraction and relation modelling, in depth analysis and visualisation. Consequently, these tools are not just for data collection and information extraction but they really impact on every step on the intelligence cycle.

As well as commercial tools there is now a greater presence of open source software tools that can be utilised with little or no setup cost (in both financial and resource terms), although Maltego does offer a community edition of its platform. The Open Source Internet Toolkit also provides scraping functionality while browsing the web allowing the content to be downloaded easily. The Firefox plug-in DataWake, which forms part of the Memex catalogue, watches as you browse the web catching the sites that you browse to and some of the entities present on their page.
6.5 Privacy and Ethical Issues

The collection of data from open sources raises a number of privacy, legal and ethical issues (more of which are elaborated on in Chaps. 17 and 18) related to how the data is obtained, stored and the purpose behind its collection. This is especially important within the EU as it moves from the Data Protection Directive\(^{54}\) to the General Data Protection Regulation (GDPR),\(^{55}\) which mandates that anyone collecting personal data in the EU or about EU citizens must have a valid reason to do and not keep hold of this data for any longer than is necessary. Unethical or unlawful methods of collection by law enforcement agencies may jeopardise any subsequent evidential use of the material.

6.5.1 Privacy by Design

A philosophy that has gained traction and is mentioned in the GDPR is Privacy by Design. Privacy by Design is the concept of embedding privacy protection into products and services from the initial stage through to the completed product. PbD is underpinned by seven fundamental principles (Cavoukian 2011):

- Proactive not reactive, Preventative not Remedial
- Privacy as the Default Setting
- Privacy Embedded into Design
- Full functionality—Positive-Sum not Zero-Sum
- End-to-End Security—Full Lifecycle Protection
- Visibility and Transparency—Keep it Open
- Respect for User Privacy—Keep it User-Centric

The use of privacy design principles can be extended to the collection of data for open source investigations. In addition to this, Hoepman (2014) has also identified eight privacy design strategies that users can take into account when developing their software. These are minimise, hide, separate, aggregate, inform, control, enforce and demonstrate. As well as in the development of software, many of these strategies can also be applied to the data collection process. For example, data collection still requires minimising the amount of personal data collected and processed; even when it is collected, personal data should not be available to everyone and hidden from view; and data should be aggregated at the highest possible level. Furthermore, we are not saying that these are the only privacy design
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strategies that should apply to an OSINT investigators but that, perhaps, they are the most generalizable to all situations.

6.5.2 Being Polite Online

Despite the fact that investigators naturally want to get to the information they desire as quickly as possible, as a responsible user of the web even investigators should be only obtaining data in such a way that it is respectful to others; especially, since the creator of web content is not necessarily the same as the person(s) who run the site and pay for the bandwidth, server access, etc.

6.5.2.1 Monitor Web Crawls and Respecting robots.txt

It is not unheard of for web crawlers to get stuck in a loop of following links within the same site—and, indeed, this may even be what you want to happen. Nevertheless, in doing so, a crawler should not be accessing a particular site so many times that it begins to put a strain on the web server. Instead, reasonable limits should be set for how many times a crawler can revisit a page within a set period of time.

Another method of controlling how (and even if) a page should be visited is the robots.txt file. This file, set up by the webmaster, contains instructions for web crawlers giving permissions for where a crawler is permitted to access information on the site. In some cases it may be the whole site and in others it may just be certain directories. Be warned, that if you choose to ignore the robots.txt instructions your IP may end up being blocked by the webmaster of that site halting any further investigation down that avenue.

6.5.2.2 Keeping to API Limits

Most access to APIs comes with limits. These limits may be a cut-off point between free access and paid access (and more expensive paid access) or they may simply be the point where you are locked out of accessing data until a certain amount of time has passed. Respecting API limits has two clear advantages. Firstly, it shows that you are a responsible user of such a service, repeatedly trying to find workarounds for API limits will not make you popular with the service provider. Secondly, knowing that there is a limit to respect forces the user to consider what data they actually need, how much and how often they need it. Therefore, these limits can ensure that the user is thinking about what data they need to collect and carefully constructs the queries to only access the data they require, thus also preventing them from contravening data protection regulations.
6.6 Conclusion

In this chapter we have presented some of the methods that an investigator can use to obtain data from open sources and the reasons that they might have for doing so. We believe that this setting of the scene for open source data collection provides a basis for the rest of the chapters in this section, which will go on to show how once collected open source data can be effectively utilised for providing open source intelligence.
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Chapter 7
Analysis, Interpretation and Validation of Open Source Data

Helen Gibson, Steve Ramwell and Tony Day

Abstract  A key component for turning open source data and information into open source intelligence occurs during the analysis and interpretation stages. In addition, verification and validation stages can turn this OSINT into validated OSINT, which has a higher degree of credibility. Due to the wide range of data types that can be extracted from open information sources, the types of data analysis that can be performed on this data is specific to the type of data that we have. This chapter presents a set of analysis processes that can be used when encountering specific types of data regardless of what that data is concerning. These methods will assist an open source investigator in getting the most from their data as well as preparing it for further analysis using visualisation and visual analytics techniques for exploration and presentation.

7.1 Introduction

A key component for turning open source data and information into open source intelligence occurs during the analysis and interpretation stages. In fact, it has been said that “the major difference between basic and excellent OSINT ‘operations’ lies in the analytical process” (Hribar et al. 2014). Furthermore, verification and validation stages can turn this OSINT into validated OSINT, which has a higher degree of credibility. Due to the wide range of data types that can be extracted from open information sources (as was covered in Chap. 6), the types of data analysis that can be performed on this data is specific to the type of data that we have. In this chapter we will present a set of general analysis processes that can be used when...
encountering specific types of data regardless of what that data is concerning. These methods will assist an open source investigator in getting the most from their data as well as preparing it for further analysis using visualisation and visual analytics techniques for exploration and presentation.

7.2 Types of Data Analysis

A theme surrounding the analysis of open source data is the prevalence of data in an unstructured textual format. The previous chapter discussed some initial methods such as entity extraction, event detection and entity-relationship modelling as a way to begin to move from unstructured data into something more structured. This section will look at some alternative methods of text analysis as well as methods that can take this analysis alongside entity extraction and use it either as a form of intelligence itself or as a product that can be used for further analysis or visualisation.

Despite the importance of text based sources, they are not the whole of OSINT. There is also often a significant amount of other data such as times, dates, locations and other metadata that can be analysed, not mentioning the extensive amount of data that is contained in image, video and audio sources that is much harder to analyse. Perhaps the greater complexities in analysing such data may also then offer greater rewards due to fewer organisations with the capability to extract intelligence from such information.

7.2.1 Textual Analysis

As was covered in the previous chapter, we know that a high percentage of open sources contain large amounts of unstructured textual data that can be processed and analysed in a number of different ways in order to extract relevant information. Natural language processing (NLP) has already been identified as a key ingredient in the OSINT intelligence framework (Noubours et al. 2013). A number of NLP techniques and methods are discussed in this section that may help an investigator to achieve this.

7.2.1.1 Text Processing

The most simple text processing model is the bag of words model whereby each word in each sentence in your document (here a document may be anything from a whole word document, a news article or as short as a single tweet) is broken down into a list of words. Various analyses can then be applied to this list starting with the very simple counting of the number of occurrences of each different term to identify
which are the most commonly appearing words. This can be used to get a quick overview of a document in a very simple calculation. It can also serve as a basis for keyword extraction.

This model can also be used for more complex calculations such as concordance, which allows the identification of the context that a particular word used throughout a document. Concordance can then be extended to identify other words, which may be used in the same or similar context and thus helps build a list of synonyms or increase corroboration by enabling the realization of different words that may have been used to describe the same event. Concordance is also sometimes referred to as the ‘keyword in context’ (KWIC) (Manning and Schütze 1999). Concordance has already been used in the context of analysing crime-related documents supported by visualisations (Rauscher et al. 2013).

Another advantage of using the bag of words model is the ability to calculate collocations. Collocations identify words that frequently appear together recognizing that sometimes this is more useful than single words.

A more advanced model than the bag of words model is the Vector Space Model. This model analyses documents as part of a corpus, i.e., as part of a set of documents, by identifying all the distinct terms within the corpus and for each document in the corpus giving each word a rating. The most common form of rating is to use TF-IDF (term frequency–inverse document frequency) (Salton and McGill 1986), which rather than identifying how common a word is in the whole corpus, or even that document, looks at how important a particular term is in that document compared to the rest of the corpus. Consequently, it enables us to identify what are the key terms for each document—which may not be the same as the most common terms. These terms give us another set of keywords that we may be able to use in our later aggregation and analysis.

Examples of the use of text processing within OSINT include the use of word counting models that produce word clouds for quick overviews of documents or corpora. Meanwhile the use of TF-IDF is demonstrated by Federica Fragapane in her master’s thesis on organised crime networks in northern Italy in determining which types of crime occurred more frequently in different cities (Bajak 2015).

In many cases, the use of these types of textual analysis within the OSINT cycle may not produce the intelligence directly itself, but it can be used as another pointer to identify where interesting information may occur or to identify certain keywords, topics and entities that may not be easily extracted by a human user simply due to the volume of information they would have to read in order to catalogue the currently available information.

7.2.1.2 Word Sense Disambiguation

A key issue when interpreting text is that the same words can be used to express very different concepts. For example, consider the phrase “The man opened fire at a supermarket in London.” versus “The man is on fire at a supermarket in London.” Both contain information about two places: a supermarket and London, and about a
person: a man. However, the short phrase ‘fire at’ means two completely different things in the two sentences: The first is reporting a shooting, and the second is talking about someone being on fire. A key problem in text analysis is trying to tease out the context that is obvious to a human reader, but much more difficult when simply looking at the keywords that make up the sentence. This is the issue of word sense disambiguation, i.e., the problem of identifying the true meaning of a word when it has multiple definitions. One way to solve this is through machine learning techniques, where the model eventually learns, by exposure to many correctly tagged examples, the context each word is most likely to appear in.

Being aware of this problem within OSINT is essential, as when we are relying on automated text analytics techniques we must be as aware of the pitfalls of such techniques as we are of the possible advantages they can bring. Capturing the concordance of the specific word(s) we are extracting will help to make the context more explicit when required.

A related problem is that of name disambiguation, whereby more than one name can be used to refer to the same person, for example a friend may use a nickname rather than someone’s formal name or only the full name may be referred to initially in the document and all subsequent mentions may only repeat the first or surname or even just the pronoun (known as a co-reference). The challenge is trying to match all these instances with the same person. This issue then increases vastly in complexity when the names have to be matched across multiple documents rather than within a single one.

7.2.1.3 Sentiment Analysis

Sentiment Analysis is another popular text analysis technique that aims to be able to assess the sentiment or ‘feeling expressed’ in a text. Sentiment can be calculated in a number of ways: as either positive or negative, for identifying the expression of a range of emotions such as fear, anger, happiness, etc., for expressing sentiments about a particular feature or as part of a comparison. The accuracy of sentiment analysis itself is questioned (Burn-Murdoch 2013), and the application of sentiment analysis lends itself far more readily to reviews—where sentiment is far more likely to be expressed—than it does to simply identifying what is expressed within a document. It has the potential to be useful in OSINT, as the tone of the document may indicate an underlying bias not detected when only extracting certain keywords.

Examples of current usage of sentiment within the open source intelligence and law enforcement environment include that of London’s Metropolitan Police who began utilising it following the 2011 London Riots and in the lead up to the Olympic games, although, as pointed out within the article, even they recognise there is still much room for improvement in terms of accuracy (Palmer 2013). Other up and coming areas of sentiment analysis include use in the detection of violent extremism and online radicalisation (Bermingham et al. 2009) and its application to political results including both elections and referendums. This is exemplified by
Cognovi Labs’ claim that using Twitter sentiment they were able to predict that the UK would vote to leave the EU 6 h ahead of other polls and results (Donovan 2016).

### 7.2.2 Aggregation

The reason we are performing text analytics is often due to the fact that the corpus of documents we have access to is too large to manually read and extract the information from within. However, the techniques we have described thus far still occur only at the document level, i.e., what are the keywords, entities, relationships or sentiment within this specific document. The power of an automated analytical system does not come at this point though, it comes when the corpus is analysed as a whole (what are the keywords, entities, relationships that exist in multiple documents) or to allow us to identify relationships between documents (e.g., how do these keywords change over time or depend on different authorship or the sources they were extracted from). Answering these types of questions is what makes analytics powerful and begins the process of turning information into intelligence.

#### 7.2.2.1 Document Clustering

One method of aggregation is document clustering. That is, finding similarities within documents that are strong enough to allow them to be grouped together. Depending on the method used, documents can either belong to a single cluster or they may belong to multiple clusters. Clustering, as opposed to classification, groups similar documents into clusters without the expectation that the algorithm is explicit about what is similar about those particular clusters; however, it may be implicit.

Dimension reduction methods can take advantage of a corpus of documents that have been mapped to a high dimensional data model using either the aggregated form of the simple bag of words model or through more complex calculations such as those used by the vector space model. Numerous techniques such as principle component analysis (also known as the singular value decomposition) and multi-dimensional scaling facilitate both the projection of the data onto two dimensions and the identification of discriminant features that distinguish between different document clusters. Furthermore, by reducing them to two dimensions the documents can also be easily visualised on a two-dimensional scatter plot similar to the solutions provided by IN-SPIRE,\(^1\) and Jigsaw\(^2\) (Görg et al. 2013; see also Gan et al. 2014 for an overview of document visualisation techniques).
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Formal Concept Analysis (FCA) (Ganter and Wille 1999) is another clustering technique that can be applied to documents with the exception that the clustering is performed using the data extracted from the document rather than the information contained in the whole document itself. This includes information such as entities, relationships, sentiment, dates and any other document deemed relevant. Albeit not in the open source arena, FCA has been applied successfully to the detection of human trafficking activities using police reports (Poelmans et al. 2011), and the same principles have been applied in principle to data obtained from open sources (or even as a method for combining OSINT and non-OSINT; Andrews et al. 2013). The results of formal concept analysis provide the user with a number of sets of terms and the documents in which they appear, i.e., a cluster, with the additional advantage of being able to extract a hierarchy such that the clusters gradually get smaller in terms of the number of documents but also more specific in their commonalities.

7.2.3 Connecting the Dots

An integral part of the intelligence gathering and creation process is figuring out who is connected to whom, who has carried out certain actions, who is located in a specific place or places and more. These relationships may be explicit in the information collected or they may be inferred by other forms of co-occurrence. Furthermore, the detection of these relationships may be simple to a human investigator, when they have access to all the information, but achieving the same results simply through automated means is more complex. Additionally, sometimes simply computing those relationships and then visualising them provides insight that is not necessarily apparent through reading the documents.

Network analysis of OSINT data (and in fact all intelligence data) came to prominence when Krebs (2002a, b) used only sources from the web in order to create the network of the 9/11 hijackers. Starting with only the names of the hijackers that were published in news media in the wake of the attacks he was able to start mapping the relationships between the hijackers and their associates including the strengths of such relationships. Through the visualisation of the network’s structure and the calculation of network statistics (like those that are discussed in the section below) he was able to realise who formed the main part of the network and, more crucially, just how poorly it appeared that the members were connected to each other, although in fact these were very strong connections that were lying dormant. Furthermore, the statistical analysis of the network was able to demonstrate the importance of Mohammed Atta, who was known to be the main conspirator behind the attack.
7.2.3.1 Network Analysis

Network analysis and social network analysis provide a number of tools to the investigator to aid their understanding of how the information to which they have access is related. Networks can be single-moded, i.e., only contain a particular type of entity such as the relationships between people, or they may be multivariate and contain many different types of entities, e.g., people, locations, phone numbers as well as multiple types of relations. In a network an entity is called a node and a relationship between two nodes as an edge or a link. A specific type of multivariate network where there are two types of nodes, e.g., people and organisations, and links only exist between the different types is called bipartite. The UK police have already identified network analysis to be potentially useful for intelligence analysis, and the UK Home Office has recently issued a ‘how to’ guide for police forces who want to improve their social network analysis skills (Home Office 2016).

There are a number of statistics and measures associated with network analysis that provide information that help us to understand how the positions of different entities in the network affect how it works (Krebs 2013). The most simple of these metrics is degree centrality, which is simply the entity in the network with the most connections to other entities in the network, giving one measure of which entity is the most highly connected within the network.

Betweenness centrality is a measure of how many shortest paths within the network flow through that particular node. An entity with a higher betweenness centrality indicates that a lot of the information within the network flows through that particular node meaning that, although they may not be the most highly connected entity within the network, they may have access to a higher proportion of the key information. These people are sometimes called gatekeepers, i.e., they control who gets to know which pieces of information. A similar measure can be calculated for the edges in the network which would indicate where, if a particular communication channel was cut within the network, this may disrupt how certain people with the network receive information or even cut off a component of the network completely.

Eigenvector centrality is a measure of not only how central that particular entity is to the network but also how central the entities that it connects to are. This is based on the idea that if a person is connected to other people, who also have an important position in the network, this further increases their own importance.

Closeness centrality uses a calculation of all shortest paths within a network. A shortest path is the least number of links you have to pass through in order to reach your desired node. A node with a high closeness centrality has a shorter shortest path to other nodes in the network.

Community detection algorithms also facilitate the identification of particular communities or clusters within a network. They indicate which nodes are more heavily linked to each other compared to the rest of the nodes in the network. There are a number of different community detection algorithms that can be applied to a graph (see Fortunato 2010) and each of these algorithms may determine the community structure differently.
Network analysis has already been used in a number of case studies that signal its potential for both open and closed source investigations. A UK Home Office report (Gunnell et al. 2016) demonstrates how network analysis could be applied to understanding the patterns in the relationships between street gang members showing that a number of members of the gang could be seen as gatekeepers and enabling them to identify which members of the gang could be potential targets for interventions. Similar network analyses have also been performed on members of the mafia (Mastrobuoni and Patacchini 2012), money laundering operations (Malm and Bichler 2013), criminal hacker communities (Lu et al. 2010), and illicit drug production (Malm et al. 2008). Consequently, the potential applications for OSINT are clear.

*Bipartite networks* can also be converted into two regular networks using the other entity to infer relationships. Isah et al. (2015) demonstrated this approach using open source data from the medical quality database to identify pharmaceutical crime carried out by rogue manufacturers and vendor to vendor relationships on the darknet. By following this conversion approach and then applying a number of community detection algorithms they were able to identify some potential future avenues for investigation. These same techniques could easily be applied using data obtained from open sources to produce OSINT.

Openly available tools such as Gephi\(^3\) and NodeXL facilitate both network analysis as well as network visualisation where datasets can be easily imported as csv files and calculations of different network analysis metrics made within the software and then made immediately available to map onto the visualisation.

### 7.2.3.2 Co-occurrence Networks

Co-occurrence networks map relationships between documents through the analysis of shared keywords, appearance of particular entities, authors, sources or any other data that we may have collected. Co-occurrence networks can include relationships between multiple entities, relationships between a single type of entity or, what is known as a bipartite network, relationship between two particular types of entities, for example, suspects and locations. Co-occurrence networks have already been used for various types of criminal analysis, although current research reports that these have usually been on closed rather than open source data; however, the main principles remain the same. Chen et al. (2004) used co-occurrence analysis of suspects from incident summaries, whereby suspects are more strongly linked if they co-occur in the incident summaries more frequently. From the network they created the police were able to confirm that they had represented they gang’s structure accurately demonstrating the potential for such networks. They were also able to use the network statistics described below to identify who were the key members of the network and whether they were involved in the violent part of the gang or the part associated with drugs. A similar approach, using co-offending

\(^3\)www.gephi.org.
networks over time in combination with network analysis was able to identify the central players in the crime network and, due to the temporal nature of the dataset, they were also able to use the information to note that the more central a node was the more likely they were to reoffend in the future (Tayebi et al. 2011). Xu and Chen (2004) tried using shortest path (the fewest number of edges to follow in order to get from one specific node to another) algorithm analysis for the identification of interesting parts of criminal networks. Similar to other methods they calculated the co-occurrence network using information found in crime reports and then applied the shortest path algorithm in order to identify certain relationships within the criminal network.

7.3 Location Resolution

When faced with data relating to locations the default approach is to wonder how this data may look on a map. A necessary first step in this process is obtaining the latitude and longitude points that describe the location. Unfortunately, it would require a minor miracle for all open (and probably closed) source data to come ready-tagged with geolocation data in the form of accurate latitude and longitude coordinates. As a result we require a process for getting from a named location to a geo-coded location and vice versa.

Structured data may come with clear location values, whether named locations or geo-coordinates; however, unstructured data often contains various numbers of named locations at various regional levels (local, administrative, national, etc.). Such information can easily be extracted from a single document through named entity extraction, but before it can be properly analysed and visualised in a geospatial manner, these named locations must be resolved, that is, finding their location as listed in the geographic coordinate system.

Such resolution calls for the use of a standard geographical coordinate system, where in the case of open source data, decimal degrees (DD) is often used to represent geographical coordinates. For instance, under degrees, minutes, seconds (DMS) the Tower of London is located at:

51° 30' 29"N, 0° 4' 34"W

which can easily be represented as decimal degrees:

51.508056, -0.076111

These decimal degrees coordinates provide an excellent way of working with geospatial data in an automated manner and are also accepted by the emerging GeoJSON draft standard,4 which is seeing increased support throughout open source data and supporting technologies such as databases.

4http://geojson.org/.
7.3.1 Geocoding

The process of resolving a named location in a timely manner involves providing an indexed collection of named locations and their geo-coordinate counterparts. There is a popular open source dataset available for this process called Geonames that contains around 10 million features (countries, cities, towns, villages, administrative areas, places of interest, amongst others) under 645 specific classifications. Furthermore, each feature has English and a local language version of its name listed where available, and the dataset also defines alternative location names that may be used.

Using such a dataset or service allows the lookup of a given named location with the result being the geographical coordinate as well as local names, regional grouping and classifications. Once resolved, the data may be geospatially represented in visualisations.

Such a process does have its flaws, however. First, it is often difficult to disambiguate between common location names. An interesting example of this problem is Springfield in the United States, which is present not only in Illinois, Massachusetts and Missouri, but in a total of 41 locations within the country. Wisconsin alone has five individual ‘Springfields’. On top of this, it can be difficult to deal with colloquial variations and abbreviations of location names.

7.3.2 Reverse Geocoding

Where a geospatial coordinate is available, it may be necessary and useful to code the given coordinates back to a meaningful named location. In doing so, the process of geospatially clustering data by actual geographical regions becomes reasonably straightforward. Returning to the previous example, when given a decimal degrees coordinate in the region of 51.508056, −0.076111, reverse geocoding can be used to resolve this to any or all of the following (see Fig. 7.1):

- Tower of London,
- London Borough of Tower Hamlets,
- London,
- England.

Rich levels of information such as this then allows further in depth analysis of the given dataset by way of clustering and aggregation, whereby the aggregations discussed in Sect. 6.2.2 above can also be carried out by partitioning the data geographically and then at national, regional and local levels.

The issue of the difficulty in carrying out accurate geocoding within the area of crime mapping is already widely recognised. Geocoding, in particular, is affected
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5 http://www.geonames.org/about.html.
by issues such as spelling errors, abbreviations such as St., Rd., Av. for street, road and avenue respectively; address duplication whereby many towns will have roads with the same street names; the use of qualifiers, e.g., *north of*, *2 miles from*, etc. and missing data that all reduce the effectiveness of the geocoding. McCarthy and Radcliffe (2005) refer to this as the ‘garbage in, garbage out’ maxim within the context of crime mapping. However, the principles are relevant for any geocoding problem. Given the prevalence of hotspot analysis of crime data (both within the police and for informing the public), the accuracy of geocoding can have a significant impact of a person’s perception of a particular area if they go by statistics only. Indeed, for the open data from data.police.uk a study has already examined at what level of spatial resolution is the data accurate identifying that at the postcode level there is “considerable spatial error in the data” (Tompson et al. 2015). This means that even if geo-coordinates are provided within OSINT data, they cannot necessarily be trusted to be completely accurate.6

7.4 Validating Open Source Information

As set out in NATO’s Open Source Intelligence Handbook (2001) there is a convention for reviewing the status of a particular open source. They suggest that one should assess:

6We note that within open police data a degree of geo-masking must take place in order to protect victims, but it is then important that investigators and any other users of the data are aware of the limitations of such a dataset.
1. The authority of the source
2. The accuracy (by validating it against other sources)
3. The objectivity of the source (which is where sentiment analysis may be able to assist)
4. The currency (i.e., the provision of a timestamp for publication and the presence of an author)
5. The coverage (the degree of relevancy)

As mentioned in the introduction to this chapter, a key part of the analysis of open source data, once the initial extraction has taken place, is to make the move from open source intelligence to validated open source intelligence. By designing and utilising methods for priority, credibility and corroboration of sources, specific pieces of information and ultimately intelligence we can increase the likelihood that the final intelligence we present can be considered as having a high degree of reliability. This gives those who act on this intelligence the belief and confidence to act upon such information knowing that the analysis that has produced it has been rigorous.

In the past, and maybe still today, there was a degree of scepticism surrounding data that had come from open sources in that it may be less reliable or less likely to be accurate as well as believing that due to its open nature it does not provide security services with an answer (Pallaris 2008); and that since it is easier (and even perhaps safer) to obtain than closed source intelligence, it is somehow a less valuable form of intelligence (Schauer and Störger 2013). Thus methods and techniques that can help to evaluate open source intelligence can only benefit OSINT and intelligence as a whole.

### 7.4.1 Methods for Assigning Priority

Most LEAs are receiving more information than they can possibly investigate and the ever growing constraints on resources are making tasks more difficult. When it comes to OSINT, the amount of data available is even greater and although methods for filtering reduce the signal-to-noise ratio investigators still require additional techniques to identify which pieces of intelligence they should investigate further.

Priority may be assigned based on some predefined information such as the investigator looking for information on a specific person or place, and any mentions of that entity is automatically given a higher priority. Priority may also be decided on volume: A particular entity that is appearing more frequently than other entities is important to deal with, whether or not it is necessarily relevant to the investigation. This is due to the fact that dealing with information that is incorrect as quickly as possible prevents it from polluting other information or allowing malicious information to spread.
7.4.2 Approaches for Recognising Credibility

All open sources are not created equal; there are some that we are able to assign a high degree of credibility to immediately because of the source the information originates from. For example, we may naturally assume information that has come from a large news organisation such as Reuters, the Associated Press or AFP to be immediately more credible than, for example, a single blog post. However, even these major news agencies can get things wrong, especially in the midst of a large crisis (Carter 2013). Thus we know that we can evaluate the source of the information as a starting point, but this cannot be the be all and end all of credibility assessment.

There are a number of ways that provenance (the combination of credibility and reliability) is determined manually in the creation of intelligence reports. Although not in law enforcement, the US army (DOA 2012) has published some of their methods for establishing reliability and credibility of a particular piece of information. They use a six-point reliability scale that judges data from reliable: “no doubt of authenticity, trustworthiness, or competency; has a history of complete reliability” to unreliable: “lacking authenticity, trustworthiness, and competency; history of invalid information” with the final category being a catch-all: “cannot be judged”. A similar, but eight-point scale for credibility is used moving from confirmed (“confirmed by other independent sources; logical in itself; consistent with other information on the subject”), probably, possible, doubtful, improbable, misinformation (unintentionally false), deception (deliberately false) and cannot be judged. These issues can become very significant if the material is to be relied on evidentially in a subsequent prosecution (see Chap. 18).

NATO also has a similar system of reliability and credibility assessments using a six-point scale for each. Abbott (n.d.) has recommended an additional criterion of assessment to this scale—a confidence assessment whereby credibility and reliability ratings are given a confidence interval of high, medium and low. Furthermore the UK’s College of Policing suggest two five-point evaluation scales, using similar definitions to above, as part of the $5 \times 5 \times 5$ intelligence/information report as an assessment of provenance (College of Policing 2015).

As well as their rating scales, NATO (2002) has also published a set of source evaluation checklists for a number of web sources in the domain of advocacy, business and marketing, news, information and personal information. These checklists encourage open source intelligence analysts to scrutinize the authority, accuracy, objectivity, currency and coverage of the webpage by considering criteria such as who is responsible for the content, using grammatical checks as an additional measure of accuracy, identifying their goals for having such a site or article, looking at the dates the page was published and how extensive the content contained on it is.

These methods above have all discussed how credibility is achieved when an analyst can eye-ball the data or may have even obtained it themselves and so has intimate knowledge of the source. However, when data is collected through an...
automated process on a much larger scale, it is not cost effective to manually analyse each source individually and, while automated solutions may not be perfect, neither are people, and even simple assessments can give analysts a head start.

7.4.3 Methods for Identifying Corroboration

Another method of determining credibility is through the use of corroboration; the more sources that make the same claims or the same statements the more likely these claims are to be true. For example, the more witnesses you have to an incident agreeing on the causes, actions and results the more certain you are that you are getting a true picture of what actually happened. The same can be true of OSINT; the more open sources you can find to verify your intelligence, the stronger that intelligence is—although as we will describe later extra caution may need to be applied.

OSINT has two potential drawbacks: One is the ‘echo’ effect (Best and Cumming 2007), whereby a source appears highly credible because of multiple information sources proffering the same information also exist; however, these reports are all based on the same original source and so the corroboration seems higher than it actually is. The second is the tendency for misinformation (that is not necessarily intentionally false) to spread very rapidly especially on social media. For example, the reports of the London Eye being on fire and a tiger on the loose during the London Riots of 2011 (Procter et al. 2011). And even though those rumours were counteracted it still took many hours, in some cases, to do so.

Thus, in identifying methods for corroboration we also should take into account the validation of the sources in the corroboration. Sometimes corroboration can be a by-product of other techniques used to analyse the data. For example, the clustering and formal concept analysis methods mentioned above naturally group similar data and therefore the larger the group the more highly corroborated it will be.

7.5 Conclusion

This chapter has reviewed the most common concepts and techniques for analysing open source intelligence data. It has built on the results of the previous chapter by showing how methods such as entity extraction can feed into the analysis process and generate key insights for the OSINT investigator even when dealing with much larger amounts of data. The chapter has also considered the importance of not only identifying what information or intelligence is available within a source document but also strategies for determining the provenance of that information; another vital component of the intelligence cycle.
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Chapter 8
OSINT and the Dark Web
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Abstract The Dark Web, a part of the Deep Web that consists of several darknets (e.g. Tor, I2P, and Freenet), provides users with the opportunity of hiding their identity when surfing or publishing information. This anonymity facilitates the communication of sensitive data for legitimate purposes, but also provides the ideal environment for transferring information, goods, and services with potentially illegal intentions. Therefore, Law Enforcement Agencies (LEAs) are very much interested in gathering OSINT on the Dark Web that would allow them to successfully prosecute individuals involved in criminal and terrorist activities. To this end, LEAs need appropriate technologies that would allow them to discover darknet sites that facilitate such activities and identify the users involved. This chapter presents current efforts in this direction by first providing an overview of the most prevalent darknets, their underlying technologies, their size, and the type of information they contain. This is followed by a discussion of the LEAs’ perspective on OSINT on the Dark Web and the challenges they face towards discovering and de-anonymizing such information and by a review of the currently available techniques to this end. Finally, a case study on discovering terrorist-related information, such as home made explosive recipes, on the Dark Web is presented.

8.1 Introduction

Over the past 20 years the World Wide Web has come to constitute the most popular tool, used by billions of users, when interacting with sources for news, entertainment, communication and several other purposes. Contrary to what the average user may believe, only a small portion of the Web is readily accessible. The
so-called Surface Web constitutes the part of the Web that is gathered and indexed by conventional general-purpose search engines such as Google,\(^1\) Yahoo!\(^2\) or Bing\(^3\) and is subsequently made available to the general public using typical Web browsers such as Mozilla Firefox,\(^4\) Google Chrome\(^5\) or Internet Explorer\(^6\) (Ricardo and Berthier 2011). However, in the same way that only the tip of an iceberg is visible above the water, while the vast majority of its mass lies underwater, a general-purpose search engine is capable of indexing just a small portion of the information available on the Web; the rest of the non-indexable content lies in the so-called Deep Web (Bergman 2001).

The Deep Web, also known as the Hidden or Invisible Web (Sherman and Price 2003), in general comprises information that cannot be retrieved when querying a conventional general purpose search engine. The content present in the Deep Web is not necessarily hidden on purpose; in many cases it is just impossible to be detected by the crawlers employed by conventional search engines for gathering the Web content due to several limitations (e.g. dynamic content returned in response to a query, private content requiring authorised access, scripted content, and unlinked content). Consider, for instance, a banking website; there is a homepage and a login page that both can be easily found by general members of the public, whereas it is only by having the correct login details that the website allows them to progress any further to the myriad of Web pages available to its customers. Because crawlers do not have the ability to enter correct login details, these Web pages are hidden from search engines and are therefore considered as part of the Deep Web. This example aims to dispel the myth that the Deep Web is a somehow undesirable place to visit consisting solely of clandestine material.

Nevertheless, a small part of the Deep Web, known as the Dark Web\(^7\) (Bartlett 2014), includes content which is intentionally hidden and is inaccessible through typical Web browsers. The Dark Web consists of several darknets providing restricted access through the employment of specific software (i.e. special Web browsers providing access to darknets), configuration (i.e. proxy-like services permitting the communication with each darknet) or authorisation. These darknets include small peer-to-peer networks, as well as large, popular networks, such as

\(^1\)https://www.google.com/.
\(^2\)https://www.yahoo.com/.
\(^3\)https://www.bing.com/.
\(^5\)https://www.google.com/chrome/.
\(^7\)The term Dark Web is often confused with Deep Web, especially in media reporting. However, it should be clear that the two terms are distinguished, and Dark Web constitutes a subset of Deep Web exhibiting specific properties. Moreover, the term Dark Web has also been used to refer to the specific content generated by international terrorist groups and made available either on the Surface Web (including on Web sites, forums, chat rooms, blogs, and social networking sites) or on the Deep Web (Chen 2011); this definition is different to the one employed in this book.
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Fig. 8.1 The World Wide Web structure

Tor\(^8\) (Dingledine et al. 2004), I2P\(^9\) (I2P 2016) and Freenet\(^10\) (Clarke et al. 2010), operated by organisations or individuals. Figure 8.1 illustrates the structure of the different parts of the World Wide Web.

Unlike the Surface Web and most parts of the Deep Web, the Dark Web maintains the privacy and anonymity of the network both from a user and a data perspective. This anonymous nature of the Dark Web constitutes the most important factor for attracting users since it provides them with the opportunity for hiding their identity when surfing across the Web or publishing information, i.e. it prevents someone who is observing a user from identifying the sites they are visiting and prevents the sites being visited from identifying their users. On the one hand this anonymity facilitates the communication of secret and sensitive data for legitimate purposes and, as a matter of fact, both Tor and I2P ostensibly started out as online privacy tools aimed at those who held civil libertarian views, including activists, oppressed people, journalists, and whistle-blowers. (It is also worth noting that US Naval Intelligence played a pivotal role in terms of initial expertise and funding of the Tor project, as even they realised the value of being able to transmit data anonymously and thus securely). On the other hand, this anonymity also provides the ideal environment for transferring information, goods and services with potentially illegal intentions and as a result the same technology that aims to protect civil libertarians from persecution can be exploited for protecting criminals from prosecution (also see Chap. 14).

Although such illegal intentions and actually all manners of criminality are widely observed also on the Surface Web, successful operations by Law Enforcement Agencies (LEAs) based on Open-Source Intelligence (OSINT) collected from Surface Web sources have forced some criminals and terrorists to migrate to the Dark Web as they seek more secure ways to host their criminal enterprises and share their propaganda (Biryukov et al. 2014; Owen and Savage 2015). Law Enforcement Agencies are thus investing time and effort into

\(^{8}\)https://www.torproject.org/.
\(^{9}\)https://geti2p.net/en/.
\(^{10}\)https://freenetproject.org/.
investigating criminal activities on the Dark Web, with the best known success being the take-down of the *Tor Hidden Service* “Silk Road Underground”, a marketplace that was primarily used to bring together vendors and customers for the purpose of selling illegal drugs. Such marketplaces are pervasive on Tor and LEAs strive to monitor their activities since they provide all manners of illegal services and material for purchase, including fraudulent documentation, hacking kits, weapons and explosives (Christin 2013). Despite some success on stopping crime on Tor, LEAs have had very limited success in stopping crime on other darknets, such as I2P, where several criminal activities, and in particular paedophilia, have been observed.

Therefore, LEAs are very much interested in gathering OSINT on the Dark Web that would allow them to successfully prosecute individuals involved in criminal and terrorist activities. To this end, LEAs need appropriate technologies that would allow them to discover darknet sites that facilitate such activities and identify (i.e. de-anonymize) the administrators of these sites, including the vendors in the particular case of marketplaces so as to also intercept the illegal merchandise. This is particularly challenging given the anonymity granted by darknets and requires effective and efficient discovery, traffic analysis, and de-anonymization tools. This chapter presents current efforts in this direction by first providing an overview of the most prevalent darknets on the Dark Web, the technologies underlying them, their size and popularity, and the type of information they contain (Sect. 8.2). This is followed by a discussion on the LEAs perspective on OSINT on the Dark Web and the challenges they face towards discovering and de-anonymizing such information (Sect. 8.3) and a review of the currently available techniques to this end (Sect. 8.4). A study on the particular case of discovering information on recipes for home made explosives on the Dark Web, which is a characteristic example of terrorist-related activity in darknets, is discussed next (Sect. 8.5) before concluding this work (Sect. 8.6).

### 8.2 Dark Web

The Dark Web contains several darknets with Tor, I2P, and Freenet being the most popular. This section describes these darknets from a high-level technical perspective so as to highlight some of the challenges that need to be addressed (Sect. 8.2.1), provides some evidence on their size and popularity (Sect. 8.2.2), and discusses the type of information they contain (Sect. 8.2.3).

#### 8.2.1 Darknets on the Dark Web

*Tor* (the onion router) is currently the most popular anonymity network. It was primarily designed for enabling anonymous user access to the Surface Web. However, it has been extended so as to allow onion Web pages (.onion) and
services to exist entirely within the Tor network; therefore it can also act as a
darknet. The main objective of Tor is to conceal its users’ identities and their online
activity from surveillance and traffic analysis. The core idea is to create a
hard-to-follow network pathway allowing the communication among users, so that
their actual digital footprints are hidden.

Tor is based on the concept of onion routing, which dictates that instead of
taking a direct route between source and destination, all messages follow a specific
pathway (randomly calculated on source) consisting of several mediating network
nodes acting as relays (selected from a centralised directory containing the currently
operational relay nodes provided by volunteers around the globe), which help
covering the communication tracks, so as to prevent any observer from identifying
the source and the destination of the corresponding network traffic. This is realised
by wrapping the messages sent in packets with encryption layers (hence the onion
metaphor) as many as the number of the relay nodes existing in the pathway. This
multi-layered encryption approach ensures perfect forward secrecy between relays,
since each relay can only decrypt packets it is assigned with, meaning that it can
only know the previous relay node the packet came from and the next relay node
the packet will be sent to. No individual node (apart from the source node that
created the pathway) has knowledge of the complete pathway; hence, this approach
ensures user anonymity as far as network locations are concerned. Figure 8.2
illustrates how each layer of a packet sent in Tor is decrypted on each encountered
relay node during its route from source to destination.

At the same time, Tor allows contributors to host their content on servers with an
undisclosed location; such hidden Web nodes are referred to as Tor Hidden
Services. Tor servers are configured to receive inbound connections only via the
Tor network. Rather than revealing their IP address (as done on the Surface Web),
they are accessed through their onion address. The Tor network is able to interpret
these onion addresses and is thus capable of routing data to and from them, while
preserving the anonymity both for the client user and the server.

The Tor Hidden Services rely on a set of steps that need to be realised so as to
build a trustworthy communication path among two parties. First, a hidden service

Fig. 8.2 Onion routing architecture in Tor
needs to advertise its existence in the Tor network. For that reason, it randomly picks some relays (from a list of available relays), builds circuits to them, and asks them to act as introduction points by disclosing to them its public key. The use of a full Tor circuit makes it difficult for anyone to associate an introduction point with the hidden server’s IP address, which remains undisclosed. The hidden service assembles a hidden service descriptor, containing its public key and a summary of each introduction point, and signs this descriptor with its private key. The descriptor will be found by clients requesting a server’s .onion page via a service lookup directory. The client, after getting access to the hidden service descriptor, creates a circuit to a rendezvous point which acts as the mediating point of communication between the client and the server. The client discloses the rendezvous point’s address to the hidden service through its introduction points. At this point the establishment of the connection between the two parts is feasible and all subsequent communication will be realised through the mediating rendezvous point.

The I2P (Invisible Internet Project) was designed from the very beginning so as to act as an independent darknet supporting both client and server applications; nevertheless, it can also support anonymous access to the Surface Web. Its primary function is to act as a network within the Internet capable of supporting secure and anonymous communication. Similarly to Tor, I2P is based on the same core idea of building a network pathway for communicating anonymously the respective traffic based on multi-layered encryption; the approach followed, though, is significantly different. Each I2P network node (called router) builds a number of inbound and outbound tunnels consisting of a sequence of peer nodes (provided by volunteer users) for passing a message to a single direction (i.e. to and from the source node, respectively). These inbound and outbound tunnels constantly change so as to minimise the available time for attackers with de-anonymization intentions. Every node participating in the network can select the length as well as the number of these tunnels making a compromise between network throughput and anonymity.

Figure 8.3 illustrates the tunnel-oriented architecture of I2P. When a source node sends a message, it selects one of its available outbound tunnels and targets one of the available inbound tunnels of the destination node, and vice versa. This entails

![Fig. 8.3 Simple tunnel-oriented communication in I2P](image-url)
that, unlike Tor, a different independent path is used for each direction of the traffic (i.e. source to destination, and vice versa), which improves anonymity in the sense that only half the traffic may be disclosed to a potential eavesdropper. One major factor differentiating I2P from Tor is that it implements garlic routing (an extension to Tor’s onion routing), which encrypts multiple messages in a single packet making it harder for an eavesdropper to perform network analysis. Finally, unlike Tor’s centralised approach, I2P uses a peer-to-peer distributed model for communicating the available network peer nodes, hence it helps to eliminate a single point of failure.

I2P also allows for hosting anonymously content and services within its network. The anonymous I2P Web sites, called “eepsites”, require the use of I2PTunnel, a tool used for interfacing and providing services in I2P. I2PTunnel is a bridge application which allows forwarding normal TCP streams into I2P network. Along with the use of a Web server application pointing to I2PTunnel, a contributor can host content with an undisclosed location.

Freenet is a peer-to-peer network that emphasises anonymity and allows for file sharing, Web page publishing (i.e. the so-called freesites), and user communication (i.e. chat forums) without any fear of censorship. It is based on a decentralised architecture, making it less vulnerable to attacks. Unlike Tor and I2P, Freenet solely acts as a darknet where the users can only access content previously inserted in it, and does not constitute a means for anonymously entering the world of Surface Web. Freenet’s primary goal is to protect the anonymity both for the users uploading content and for the users retrieving data from the network. Each user participating in Freenet constitutes a network node contributing part of their bandwidth along with an amount of their local storage. Each node can reach directly only a small number of neighbouring nodes; however no hierarchical structure exists, meaning that any node can be a neighbour of any other.

The communication between Freenet nodes is encrypted and routed through other relay peer nodes before reaching its final destination, making it very difficult for network eavesdroppers to determine the identity of the participants (i.e. the users uploading and requesting the data) or the information included. As each node passes a message to one of its neighbours, it is not aware whether this node represents the final destination or if it is a mediating node forwarding the message to its own neighbours. Latest versions of Freenet support two types of connections, known as openet and darknet connections. The openet connections are established automatically between all nodes supporting this connection mode, whereas the darknet connections are manually established between nodes which know and trust each other. On the one hand, openet connections are easy to establish, however it is self-evident that the darknet connections provide a more secure environment for protecting the users’ anonymity.

Unlike Tor or I2P, the uploaded content remains accessible even when the uploader goes offline. This is due to the fact that the files uploaded are broken into small chunks and are distributed anonymously among other peer network nodes. At the same time, chunk duplication is employed, so as to provide some level of redundancy. Due to the anonymous nature of Freenet, the original publisher or
owner of a piece of data remains unknown. Once some content is uploaded, it will remain on Freenet indefinitely, provided that it is sufficiently popular. The least popular content is discarded so as to be replaced by new information.

In general, the core philosophy governing all darknets, including less popular networks, such as GNUnet\(^{11}\) and RetroShare\(^{12}\) puts an emphasis on the security and privacy of communications and file sharing, based mainly on decentralised structures, which enable their users to maintain their anonymity while either accessing Dark Web sites or when hosting them, thus making it very challenging to de-anonymize them and monitor their traffic.

### 8.2.2 Dark Web Size

The anonymity provided by the Dark Web has attracted the attention of large user communities, exploiting it either for legitimate or for illegal purposes. Tor appears to be the most popular with a critical mass of users averaging around 2 million a day over the last year (May 2015–April 2016).\(^{13}\) Over the same time period, Fig. 8.4 shows the number of unique .onion addresses in Tor\(^13\), Fig. 8.5 demonstrates the number of I2P nodes,\(^14\) and Fig. 8.6 the number of nodes in Freenet.\(^15\) Compared to the Surface Web that contains billions of Web pages, the scale of these darknets is much smaller and in most cases well below 100,000. Tor and I2P exhibit an upward trend both starting from around 30,000 a year ago, with Tor peaking at around 100,000 unique .onion addresses for a short period of time and I2P at around 70,000 nodes, and then both decreasing at around 55,000. This indicates that many nodes (particularly Tor Hidden Services) are short-lived, as also observed in a recent study (Owen and Savage 2015). Freenet on the other hand seems to be less popular and remains stable at around 10,000 nodes over the same time period.

### 8.2.3 Dark Web Content

The Dark Web has proven very useful for whistle-blowers or political dissidents wishing to exchange information with journalists for uncovering significant scandals, as well as for activists or oppressed individuals for publicising information not presented by the mainstream media. On the other hand, the anonymous nature of
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13. As estimated by the Tor Project https://metrics.torproject.org/ on April 27, 2016.
Dark Web provides an ideal environment for transferring information, goods and services with potentially illegal intentions. In particular, Dark Web is often associated with criminal activity and is used for selling and buying drugs, promoting child pornography, providing information for synthesising home made explosives, conducting money counterfeiting and so on. A recent study that analysed the content of Tor hidden services collected within a single day has shown that Tor
nodes related to illegal activities, including drugs, adult content, counterfeit (e.g., stolen credit card numbers, account hacking etc.), weapons, and services (e.g., money laundering, hitman hire etc.), correspond to 48% of the total number of nodes, while the remaining 52% is devoted to other topics, with politics (e.g., discussions about corruption, human rights and freedom of speech) and anonymity being the most popular among them, with 9 and 8%, respectively (Biryukov et al. 2014).

At the same time, a comprehensive analysis of Silk Road, an anonymous online black market (currently shut-down by FBI) hosted in Tor hidden services, revealed that the most popular items sold were drug-related (i.e. marijuana, cannabis, benzodiazepines, cocaine, heroin etc.), whereas only a small part of the transactions included other products, such as books and digital products (Christin 2013). A more recent study that analysed the content of Tor hidden services crawled over an one-month period so as to take into account their volatility and short longevity (as discussed above) has shown that the content is very diverse with drugs being the dominant topic, followed by marketplaces selling items other than drugs, fraud, and bitcoin-related services (including money laundering) (Owen and Savage 2015). The aforementioned studies clearly indicate that the Dark Web provides an environment where criminality may blossom; hence it is of great interest for LEAs to monitor and investigate whenever necessary the activity on the Dark Web.

8.3 OSINT on the Dark Web

LEAs around the world, including all major UK police forces, are currently investigating darknets, primarily Tor and I2P. The existence of other darknets is known and they are also considered to be of investigative interest, but, given their popularity, Tor and I2P (and Tor in particular) are believed to be used by the majority of Dark Web criminals, and therefore offer LEAs the best opportunities for investigating Dark Web crime. This section first describes the (illegal) activities taking place on the Dark Web that are of interest to LEAs (Sect. 8.3.1) and then discusses the challenges faced by LEAs in gathering OSINT on the Dark Web (Sect. 8.3.2).

8.3.1 Landscape of Dark Web Activities of Investigative Interest

Whilst Tor and I2P were originally created for the benefit of people who required online anonymity, including activists, the oppressed, journalists and whistle-blowers, criminals have also exploited the technology for their own purposes. As illustrated by the content analysis of darknet nodes (Sect. 8.2.3),
criminals freely advertise many illegal commodities including fraudulent documentation, hacking kits, weapons, illegal drugs, explosives, sexual services, and even contract killings, on what are termed *Hidden Service Marketplaces* (HSMs) that bring vendors and customers together for the exchange of goods and services.

Of these, the best known was “Silk Road Underground”, launched in the US in February 2011 by an American, Ross Ulbricht. Ulbricht, who went by the online pseudonym of “Dread Pirate Roberts”, managed to turn a fledgling criminal opportunity on the relatively unknown Tor network into a multi-million dollar world-wide enterprise in just two years. Australian and US LEAs mounted a massive investigation into Silk Road Underground and Ulbricht was ultimately arrested in October 2013 for money laundering, computer hacking, conspiracy to traffic narcotics, and attempting to have six people killed. He was convicted by a court in New York and sentenced to life imprisonment without the possibility of parole in May 2015. He was also ordered to forfeit approximately US $183 million, a testament to the extent of criminal activities taking place on HSMs. The shut-down of “Silk Road Underground” lead to the advent of new HSMs, including “Silk Road Underground 2”, and “Alphabay”, currently believed to be the largest HSM on Tor.

The reliance of Tor vendors on having a good “sellers” reputation (similar to eBay\(^{16}\)) has been a surprising revelation for LEAs. It transpires that there are numerous Tor vendors and even entire HSMs that have been uncovered as scams, i.e. they simply receive the payments, while the goods or services never materialise. A Tor vendor with a good reputation and multiple positive reviews is much more likely to attract new customers. This makes easier the identification of genuine Tor vendors offering illegal commodities, and LEAs could direct their attention towards them.

At the negotiation stages between HSMs and their customers, LEAs are seeing an increase in the use of Privnote,\(^{17}\) an online service to create one-time read only notes that self-destruct when read, similar to Snapchat\(^{18}\) or Wickr\(^{19}\) messages. There is also a much greater incidence of the use of encryption in the communications between vendors and their customers, including but not limited to the use of the PGP (Pretty Good Privacy) standard. Whilst encryption is beyond the technical capabilities of most online users, it is widely understood and implemented by the technically minded. These practices are seriously hampering investigations as these communications cannot be easily intercepted and decrypted.

Although there is a variety of cyber currencies available, Bitcoin is currently the largest and best known, and is the preferred method of payment on HSMs. During the investigation into Silk Road Underground, the US authorities seized Bitcoins with a value of approximately US $100 million. Bitcoin is a virtual currency that is
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\(^{16}\)http://www.ebay.com/.

\(^{17}\)https://privnote.com/.

\(^{18}\)https://www.snapchat.com/.

\(^{19}\)https://www.wickr.com/.
unregulated and its usage can be dramatically affected by fluctuations in its value. Bitcoins are not physical in nature like normal money, but are digital “codes” that represent a complex algorithm solved by a series of linked computers relying on joint processing power; this is referred to as ‘Bitcoin mining’. Bitcoin transactions are extremely hard to understand, as they are totally unlike conventional banking transactions.

Finally, terrorists, and in particular the Islamic State (IS), are also using Tor for hosting their propaganda, and to signpost how would-be jihadists can join them abroad and/or build home made explosives for domestic terrorist incidents. Some Tor sites have elicited funding for future terrorist activities and the funding has been requested as Bitcoin. This type of activity on Tor has global implications and many LEAs and intelligence agencies are actively investigating such sites and their administrators.

8.3.2 Challenges Faced by LEAs on the Dark Web

The main challenge faced by LEAs is the discovery of darknet nodes involved in illegal activities and thus of investigative interest to them. This is particularly challenging as darknet nodes are unreachable via regular search engines and existing Dark Web search engines (further discussed in Sect. 8.4.2) are still far from supporting effective searches.

Once, though, a Dark Web node of interest has been discovered, the next major challenge is to identify the individual(s) involved in the illegal activities. Unlike ordinary Web sites however, Dark Web sites do not have an easily identifiable IP address, and the resolution of a Tor Web site, for example, firstly to an ISP and then to an individual becomes exponentially more difficult because of the complicated nature of data transfer across multiple nodes on Tor. To this end, LEAs have focussed on the identification of the geographical location of such individuals. This has been successful on the Surface Web where social posts are often geo-tagged (ranging from around 1.5 % on Twitter\textsuperscript{20} (Murdock 2011) to around 20 % on Instagram\textsuperscript{21} (Manikonda et al. 2014) and 50 % on Flickr\textsuperscript{22} (Thomee et al. 2016), but on the Dark Web there are no social media that use geo-tagging and the HSM vendors do not normally advertise where they are located.

Another method for geo-locating such individuals would be to examine the wording of their posts, biographies, or adverts. This has had limited success to date, as criminals on the Dark Web do not tend to give away such information, and any probing for further information by an investigator can end with them being "outed" as police. The fact that geo-locating criminals on the Dark Web is relatively

\textsuperscript{20}https://twitter.com/.
\textsuperscript{21}https://www.instagram.com/.
\textsuperscript{22}https://www.flickr.com/.
problematic means that investigators have no way of initially knowing where a person is located, and invariably interact with a number of globally located criminals, before locating criminals that are domiciled within their own jurisdictions. Whilst larger LEAs may be able to sustain a significant number of “false positives” before finding a vendor who is locally located, smaller LEAs may not, due to resourcing and budgetary constraints, and management may question the viability of continuing this type of work.

To date, it is when an investigation migrates from the digital world to the physical world, that most executive actions occur, e.g., during the delivery phase of an illegal commodity. This typically means that either a Covert Internet Investigator (CII) engages with an online criminal and coerces them to meet in real life, or that a criminal attempts to purchase some form of illegal commodity advertised by an LEA, and the LEA learns of a real shipping address that affords a surveillance opportunity. However, “deconfliction” appears to be a major issue for all LEAs, particularly in regard to Dark Web investigations as there is no central control mechanism in many countries for ensuring that “blue on blue” incidents do not occur.

Nevertheless, if an LEA was to take the step of advertising illegal commodities for sale in the hope of attracting criminals to their site, the investigators would have to have expert knowledge of non-generic or official names for certain items. For example, Semtex has a chemical name that only people familiar with explosives would use, however people will search for the chemical name on HSMs. As customers generally appear to search using very specific terminology, investigators would need to carefully “frame” specific items to attract the attention of the criminally minded. Online chatter between buyers and sellers is also commonplace and there is much negotiation on the price of the goods and/or shipping costs. Therefore, good communication skills are undoubtedly required. Moreover, CIIs would need to ensure that their online presence looks realistic, e.g., by having a network of “friends” interacting with them.

The Dark Web poses major challenges for LEAs. Most OSINT investigators do not have a strong computer science/programming background and are largely self-taught when it comes to investigating darknets. This is a training issue that needs to be addressed, and LEAs may wish to start considering their recruitment policy for OSINT investigators, particularly with regard to the use of CIIs. To support them in such investigations, several technological solutions are currently being researched and developed, as discussed next.

### 8.4 OSINT Techniques on the Dark Web

Discovering, collecting and monitoring information are the most significant processes for OSINT (see Chaps. 6 and 7). Several different techniques (i.e., advanced search engine querying and crawling, social media mining and monitoring,
restricted content access via cached results etc.) are applied to Surface Web for retrieving content of interest from the intelligence perspective. However, the distinctive nature of Dark Web, which requires special technical configuration for accessing it, while it also differentiates the way the network traffic is propagated for the sake of anonymity, dictates that the traditional OSINT techniques should be adapted to the rules, which govern the Dark Web. This section first discusses Web crawling techniques (Sect. 8.4.1) and search engine approaches for the Dark Web (Sect. 8.4.2), and then examines the major strategies for traffic analysis and user de-anonymization (Sect. 8.4.3).

8.4.1 Crawling

Web crawlers are software programs responsible for automatically traversing the World Wide Web in a methodical, automated manner for discovering the available Web resources and are usually employed by Web search engines for discovering and indexing Web resources (Olston and Najork 2010). They are typically applicable only to Surface Web; however, under special configuration they can be set to traverse the Dark Web as well. The Web crawlers operate based on a set of fundamental steps: (1) they start with a set of seed URLs (constituting the starting point of the crawling), (2) fetch and parse their content, (3) extract the hyperlinks they contain, (4) place the extracted URLs on a queue, (5) fetch each URL on the queue and repeat. This process is iteratively repeated until a termination criterion is applied (e.g. a desired number of pages are fetched). Web crawlers may follow the general approach described for retrieving Web resources regardless of their subject matter, or operate in a more focussed manner for discovering resources related to a given topic based on supervised machine learning methods that rely on (1) the hyperlinks’ local context (e.g. surrounding text), and/or (2) global evidence associated with the entire parent page. Compared to general Web crawlers, focussed crawlers implement a different hyperlink selection policy by following only the links estimated to point to other Web resources relevant to the topic.

Several research efforts have developed Web crawlers for the Dark Web, mainly as a tool for collecting data and analysing the Dark Web content. In an effort to analyse the Silk Road marketplace, a Web crawler equipped with an automated authentication mechanism was developed for gathering data over a six month period in 2012, so as to characterise the items sold and determine the seller population (Christin 2013). Recent research in the context of the Artemis project, resulted in developing a multilingual Web crawler capable of traversing the Tor network and storing the information discovered in an effort to examine the core characteristics of Tor hidden services along with their evolution over time (Artemis Project 2013). The crawler was accompanied by a search engine operating as an auxiliary tool for analysing the content collected. Additionally, a Tor crawler,
referred to as PunkSPIDER, was built for assisting the process of uncovering vulnerabilities on onion domains hosted on Tor hidden services (Paganini 2015). It is accompanied by a vulnerability search engine where the security risk of any scanned domain can be examined. The goal of this project was to aid LEAs in their fight against illegal activities in the Dark Web. Moreover, a Web crawler for Tor hidden services has been implemented in the context of a DAPRA project, aiming at extracting and analysing hidden services content (Memex project). Furthermore, a Web crawler specifically tailored to the Tor network has been developed in order to detect the most prominent categories of content hosted on Tor hidden services (Moore and Rid 2016).

At the same time, a classifier-guided focussed crawler capable of discovering Web resources with information related to manufacturing and synthesising Home Made Explosives (HMEs) on several darknets of the Dark Web (such as Tor, I2P and Freenet), as well as on the Surface Web, has been developed in the context of the EU funded HOMER project (Kalpakis et al. 2016). This focussed crawler employs a link-based classifier taking advantage of the local context surrounding each hyperlink found on a parent page, so as to estimate its relevance to the HME domain and adapt the crawler’s hyperlink selection policy accordingly. It is accompanied by an interactive search engine provided to LEAs for mining, monitoring and analysing HME-related content publicly available on the Web, in an effort to further enhance and support their investigation efforts against terrorist or criminal activities which may utilise such information.

8.4.2 Search Engines

As a result of the restricted nature of the Dark Web requiring special software and/or configuration for being accessed, as well as of the volatility of the Web sites hosted in darknets (i.e., most Web sites in the Dark Web are hosted on machines that do not maintain a 24/7 uptime), conventional search engines do not index the content of the Dark Web. Nevertheless, a small number of search engines for the Dark Web exists, as well as directory listings with popular Dark Web sites. The most stable and reliable such search tools are provided for Tor. Specifically, the most popular Tor search engine is DuckDuckGo (accessible both via a normal and an onion URL) emphasising user privacy by avoiding tracking and profiling its users. DuckDuckGo may return results hosted in Tor onion sites, as well as results on the Surface Web based on partnerships with other search engines, such as

23https://www.punkspider.org/.
24HOMER (Home Made Explosives and Recipes characterization—http://www.homer-project.eu/) is an EU funded project that aims to expand the knowledge of European bodies about HMEs and to improve the capacity of security and law enforcement agencies to cope with current and anticipated threats so as to reduce the probability that HMEs will be used by terrorists.
Yahoo! and Bing. On the other hand, Ahmia\textsuperscript{26} (accessible both via a normal and an onion URL) is a search engine returning only Tor-related results (after filtering out child pornography sites), and as of April 2016 it indexes more than 5000 onion Web sites.\textsuperscript{27} Additionally, Torch\textsuperscript{28} is also available only through its onion URL for retrieving results from Tor. Finally, several censorship-resistant directory listings, known as hidden wikis (e.g. The Hidden Wiki\textsuperscript{29}, Tor Links\textsuperscript{30}), containing lists of popular onion URLs are available and provide the user with an entry point to the world of Tor onion sites.

8.4.3 Traffic Analysis and de-Anonymization

The anonymity and the communication privacy provided on the Dark Web constitutes the most significant incentive for attracting users wishing to hide their identity not only for avoiding government tracking and corporate profiling, but also for executing criminal activities. It is really important for LEAs to monitor the network traffic related to criminal acts, and to identify the actual perpetrators of these cybercrimes. Therefore LEAs are greatly interested in exploiting techniques which will allow them to determine with high degree of accuracy the identity of Dark Web users participating in criminal acts. The de-anonymization of Dark Web users is accomplished either by exploiting the unique characteristics of every darknet, or based on data gathered through network traffic analysis of the communication taking place within such a darknet. In the former case, the de-anonymization process attempts to take advantage of potential weak points found in a darknet, whereas in the latter the data collected are cross-referenced so as to identify the anonymous data source.

As no existing darknet can guarantee perfect anonymity, several types of “attacks” have been proposed in the literature for de-anonymising Dark Web users (especially Tor users) after taking advantage of vulnerabilities either existing inherently within the anonymity networks and the protocols used, or being caused by the user behaviour. One of the early research studies shows that information leakage and user de-anonymization in Tor is possible to occur either due to the intrinsic design of the http protocol or due to user behaviour (i.e. users not following the Tor community directives which dictate browsing the Web via TorButton) (Huber et al. 2010). The authors of the study actually argue that https is the best countermeasure for preventing de-anonymization for http over Tor. Furthermore, another work proposes a collection of non-detectable attacks on Tor

\textsuperscript{26}https://ahmia.fi/, http://msydqstlz2kzerdg.onion.

\textsuperscript{27}https://ahmia.fi/documentation/indexing.

\textsuperscript{28}http://xmh57jrznw6insl.onion/.

\textsuperscript{29}http://thehiddenwiki.org/.

\textsuperscript{30}http://torlinkbg6aabns.onion.
network based on the throughput of an anonymous data flow (Mittal et al. 2011). It presents attacks for identifying Tor relays participating in a connection, whereas it also shows that the relationship between two flows of data can be uncovered by simply observing their throughput.

Recent research efforts have also developed attacks for identifying the originator of a content message after taking advantage of Freenet design decisions (Tian et al. 2013). The proposed methodology requires deploying a number of monitoring nodes in Freenet for observing messages passing through the nodes. The main objective is to determine all the nodes having seen a specific message sent and identify the originating machine of the message when certain conditions are met. Finally, a survey paper (Erdin et al. 2015) that discusses well-studied potential attacks on anonymity networks which may compromise user identities presents several mechanisms against user anonymity, either application-based, such as plugins able to bypass proxy settings, targeted DNS lookups, URI methods, code injection, and software vulnerabilities, or network-based, such as intersection, timing, fingerprinting, or congestion attacks. The effectiveness of these attacks is examined, by also considering the resources they require, and an estimate is provided in each case on whether it is plausible for each attack to be successful against modern anonymous networks with limited success.

8.5 Case Study: HME-Related Information on the Dark Web

As discussed above, several techniques are currently being developed for supporting LEAs in their OSINT investigations on the Dark Web. As a case study, this section presents a crawler focussed on the HME domain developed in the context of the EU funded HOMER project. HME recipes present on the Dark Web can be exploited for subversive use by the perpetrators of terrorist attacks; hence their discovery and the monitoring of their evolution over time are of particular interest to LEAs. The focussed crawler is one of the tools incorporated in a larger framework built for discovering and retrieving Web resources including HME-related content, with particular focus on HME recipe information. It is capable of discovering and collecting HME-related information both from the Surface and the Dark Web, found on various types of Web resources, such as Web pages, forums and blog posts.

It is worth mentioning that the developed technologies are presented here in regard to the HME domain, however they can be easily applied in other domains as well (e.g. drugs, weapons, child pornography etc.) after proper training and configuration. First, this section discusses the methodology applied along with the core characteristics of the focussed crawler (Sect. 8.5.1), and then the results of the evaluation experiments are presented (Sect. 8.5.2).
8.5.1 Methodology

The developed application employs a classifier-guided focussed crawling approach for the discovery of HME Web resources. An overview of the crawling approach employed is depicted in Fig. 8.7. First, the seed pages are added to the frontier (i.e., the queue containing the URLs to-be-visited at later stages of the crawling process). In each iteration, a URL is picked from the frontier and is forwarded to the responsible fetching module based on its network type (i.e., Surface Web, Tor, I2P, Freenet). The page corresponding to this URL is fetched (i.e., downloaded) and parsed to extract its hyperlinks. Then, the focussed crawler estimates the relevance of a hyperlink to an unvisited resource based on its local context.

Our methodology is motivated by the results of an empirical study performed with the support of HME experts in the context of the HOMER project which indicated that the anchor text of hyperlinks leading to HME information often contains HME-related terms (e.g. the name of the HME), and also that the URL could be informative to some extent, since it may contain relevant information (e.g. the name of the HME). As a result, the focussed crawler follows recent research (Tsikrika et al. 2016) and represents the local context of each hyperlink using: (i) its anchor text, (ii) a text window of $x$ characters (e.g. $x = 50$) surrounding the anchor text that does not overlap with the anchor text of adjacent links, and (iii) the terms extracted from the URL. Each sample is represented (after stopwords removal and stemming) using a $tfidf$ term weighting scheme, where $tf(w, d)$ is the frequency of term $w$ in sample $d$, normalised by the maximum frequency of any term in that
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sample, and \( df(w) \) is the number of samples containing that term in the collection of samples. The classification of this local context is performed using a supervised machine learning approach based on Support Vector Machines (SVMs), given their demonstrated effectiveness in such applications (Pant and Srinivasan 2005). The confidence score for each hyperlink is obtained by applying a trained classifier on its feature vector, and the page pointed by the hyperlink is fetched if its score is above a given threshold \( t \).

The developed focussed crawler is based on a customised version of Apache Nutch (version 1.9). It has been configured so that it can be set to traverse several darknets present in the Dark Web, and specifically the most popular anonymous networks, namely Tor, I2P and Freenet. It is necessary for supporting crawling in Dark Web to enable the Tor, I2P and Freenet services respectively on the machine running the crawler.

### 8.5.2 Experimental Evaluation

This section provides the evaluation results of the experiments performed for assessing the effectiveness of the focussed crawler application. A set of five seed URLs was used in the experiments: one Surface Web URL, one Tor URL, two I2P URLs, and one Freenet URL. The relatively small seed set is employed so as to keep the evaluation tractable. The actual URLs are not provided here so as to avoid the inclusion of potentially sensitive information, but are available upon request. These seed URLs were obtained during an empirical study conducted with the support of law enforcement agents and domain experts after performing queries based on HME-related keywords in several search engines of the Surface and the Dark Web, such as Yahoo!, Bing, Duck-DuckGo, Ahmia, and Torch.

For evaluation purposes, a set of 543 pages fetched by the focussed crawler, when the threshold \( t \) is set to 0.5 (given that it corresponds to a superset for all other thresholds \( t > 0.5 \)) has been assessed based on a four-point relevance scale, characterising the retrieved resources as being highly relevant (i.e. resources describing HME recipes), partially relevant (i.e. resources presenting explosive properties), weakly relevant (i.e. resources describing incidents where HMEs have been used) or non-relevant to the HME domain. These multiple relevance assessments are mapped into the two-dimensional space in three different ways: strict (only highly relevant resources are considered as relevant), lenient (highly and partially relevant resources are considered as relevant) and soft mapping (highly, weakly and partially relevant resources are considered as relevant).

The results of the experiments that evaluate the effectiveness of the focussed crawler using precision, recall, and the F-measure are presented in Table 8.1. Given that recall requires knowledge of all relevant pages on a given topic (an impossible task in the context of the Web), it is computed by manually designating a set of representative pages on the HME domain (in particular those crawled when the threshold is set to 0.5) and measuring what fraction of them are discovered by the
The results have been computed for various values of threshold $t$ at depth = 2 (i.e. the maximum distance allowed between the seed pages and the crawled pages), when applying strict, lenient or soft relevance assessments. As expected, precision increases for higher values of threshold $t$, whereas recall demonstrates the opposite trade-off. In particular, the difference between threshold values 0.6 and 0.7 is quite significant, with precision improving significantly, e.g., for the lenient case, it jumps from 0.63 to 0.77. The threshold value 0.8 appears to be a rather good compromise, since it achieves a high precision, while still maintaining a significant recall. Finally, as anticipated, the precision is much higher in the soft and lenient cases, compared to the strict.

### 8.6 Conclusions

The Dark Web has proven a very useful and reliable tool in the hands of individuals wishing to be involved in illegal, criminal or terrorist activities, setting sight on getting great economic or political benefits without being identified from government authorities and security agencies world-wide. To this end, LEAs need to become more agile when dealing with criminality on the Dark Web, and in particular on its Hidden Service Markets, and need to invest in new training and technology, if not to get ahead of the criminals, then at least to keep pace. Current technological advancements and research efforts in the fields of Information Retrieval, Network Analysis, and Digital Forensics provide LEAs with numerous opportunities to overcome the limitations and restrictions that the anonymous nature of the Dark Web imposes, so as both to prevent criminals from taking advantage of the anonymity veil existing in several darknets and to suppress any illegal acts.
occurring in these networks. ICT technologies have reached a substantial level of maturity so as to reliably support the LEAs, therefore it is really important that the tools provided should be exploited in day-to-day real world investigations in the upcoming years. At the same time, it is imperative that LEAs also ensure the proper use of these technologies, so as to protect freedom of speech and human rights for users who exploit the Dark Web anonymity with intentions beneficial for the society. In this context, it is clear that gathering OSINT from Dark Web is an issue of vital significance for the ongoing effort to diminish the potential threats which imperil modern societies.
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Chapter 9
Fusion of OSINT and Non-OSINT Data

Tony Day, Helen Gibson and Steve Ramwell

Abstract  Open Source Investigations do not exist in a vacuum. Whether they are law enforcement or intelligence agency driven, private industry or business driven or the work of a private investigator, it is more than likely that the investigations began with some data that is available openly and some that is not. Thus, from the outset the investigation has some open and some closed source information attached to it. As time goes on in the investigation, the police may elicit information from both open and closed source in order to establish the details surrounding the crime and to build their case. This chapter introduces some of the available data sources for developing open source intelligence and for closed source intelligence. It then puts these data sources into context by highlighting some examples and possibilities as to how these different data types and sources may be fused together in order to enhance the intelligence picture. Lastly, it explores the extent to which these potential synergies have already been adopted by LEAs and other companies as well as future possibilities for fusion.

9.1 Introduction

Open Source Investigations do not exist in a vacuum. Whether they are law enforcement or intelligence agency driven, private industry or business driven or the work of a private investigator, it is more than likely that the investigations began with some data that is available openly and some that is not. For example, when a crime is committed the police may make available information to do with the general location of where it has been committed and what has happened. However, they may
not make public who the crime has been committed against and more specific details noted at the scene of the crime. Thus, from the outset the investigation has some open and some closed source information attached to it. As time goes on in the investigation, the police may elicit information from both open and closed source in order to establish the details surrounding the crime and to build their case.

This form of investigation highlights what Hribar et al. (2014), who expand on the ideas of Johnson (2009), explain when discussing their reasoning surrounding the fusion of OSINT and non-OSINT data as part of the intelligence process:

OSINT and information from clandestine sources can be processed separately, but without the required synergy of both kinds of data this will fail to provide adequate results/outcomes. Thus ‘all-source fusion’—the combination of OSINT, HUMINT (human intelligence), and TECHINT (technical intelligence)—has become increasingly important, since it produces the required synergies.

That is the discussion we follow in this chapter, first building on discussions in Chap. 6, we introduce some of the available data sources for developing open source intelligence and for closed source intelligence. We then put these data sources into context by highlighting some examples and possibilities as to how these different data types and sources may be fused together in order to enhance the intelligence picture.

### 9.2 OSINT Data

An official, albeit US defence-based, definition of OSINT is: “Open source intelligence is produced from publicly available information that is collected, exploited, and disseminated in a timely manner to an appropriate audience for the purpose of addressing a specific intelligence requirement” (National Open Source Enterprise 2006). Therefore, any data that can be accessed without special authorisation, memberships or relationships can be considered OSINT data. Such data may be on or offline; structured or unstructured; this definition is purely by consideration of accessibility.

This section complements the discussion in Chap. 6 on the collection or acquisition of open source information by giving an overview of what may be considered open source data to give balance to the following section that will explore what are the sources of non-OSINT data. This will provide a clear view between what can be considered data that can obtained openly and what is classified.

#### 9.2.1 Geographical Data

Throughout the last decade, more and more geographical data has become openly available through various methods. In the UK, for instance, a huge variety of such data from named locations (postcodes, street names, places) to actual mapping
imagery (streets, topography, aerial) is directly available from the Ordnance Survey (Ordnance Survey 2016). There have also been efforts by the community behind the Geo Names\(^1\) database to bring global geographical data into federated datasets providing 10 million named locations and even postcodes (or zip codes) for more than 70 countries.\(^2\) Whilst this raw data is useful for analytics, location resolution and visualization, there are also many available online services and tools providing mapping, many based on services such as Open Street Maps, Google Maps and Bing Maps to name just a few. There are also free and proprietary data sets for resolving the rough geographical locations of IP (Internet Protocol) addresses from companies such as MaxMind.\(^3\)

### 9.2.2 Statistical Data

As with geographical data, there has also been a huge push for more and more public data to be made available through the use of dataset downloads or APIs (application programming interface). This is in the interests of both transparency and also to provide developers and researchers with the possibility of discovering new patterns in data.\(^4\) In the UK, the central resource for this new movement in open data is at data.gov.uk.\(^5\) But there are also individual sites for localities such as Sheffield City Council Open Data.\(^6\) In the context of law enforcement agencies, the UK police\(^7\) have also started bringing data to the public, which reports on the geographical locations and incidence of various crime types such as burglary, possession of weapons, anti-social behaviour and vehicle crime, among others. Stepping up a notch in scale is the European statistical datasets on the Eurostat site,\(^8\) covering a wide range of national and local data points on a great number of topics and time periods.

### 9.2.3 Electoral Register

A number of countries provide some form of electoral register, sometimes this is publicly available, perhaps even free of charge. In the UK, the electoral register
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4. See, for example, detailed crime mapping: Sampson and Kinnear (2010).
5. [https://data.gov.uk/](https://data.gov.uk/).
7. [https://data.police.uk/](https://data.police.uk/).
comes in two forms, an open register and a full register. Anybody may pay to access the open register, and some companies do so in order to provide this data to their customers for various reasons such as ancestry search engines. However, the full register is reserved for the operation of elections, supporting policing and also for credit reference agencies. Electoral registers may contain little or anonymised data, but should not be discounted as they may contain a whole range of information such as name, address and date of birth. Throughout the world, the existence and availability of electoral registers and at what level (local or national) they operate varies wildly.

### 9.2.4 Court Records

A number of countries also maintain publicly accessible court records, which may or may not be held behind pay walls. Within the UK some County Court judgments, High Court Judgements and others can be searched via the TrustOnline database offered by the Registry Trust after the payment of a fee. The Registry Trust also passes information on to credit references agencies, like Experian, who may combine this data with other data they hold in order to calculate a person’s credit reference. Similarly, the UK government also makes available information on bankruptcies and insolvency.

### 9.2.5 Social Media

Major social media platforms such as Facebook and Twitter, whilst increasing security and privacy levels all of the time and for good reason, still provide useful amounts of information and their networks. The popularity of individual social networks varies significantly from country to country and continent to continent. Whilst Facebook and Twitter see dominance in the west, services such as Qzone and Sina Weibo show significant dominance in the Far East. That being said, there are a huge number of active social media networks available with more than 20 global networks claiming to have more than 100 million registered users (Satista 2016).

### 9.2.6 Blogging Platforms

Similar to social media networks, blogging platforms have been widespread throughout the Web 2.0 era. WordPress is the dominant platform in the English
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9 http://www.trustonline.org.uk/.
speaking world and claims to currently handle around 55 million new posts every month.\textsuperscript{10} One of the main distinctions between a social network and a blogging platform, however, is that the latter is not dependent on a network or community. Whilst there are a huge number of ‘bloggers’ using WordPress, there may be a multitude more using other platforms as well as their own custom built platform. A blogging platform may be as simple as a host HTML page updated and maintained by an individual, group or organisation.

\textbf{9.2.7 Search Engines}

An Internet without search engines would be akin to having a television with billions of channels, where the vast majority contain nothing but white noise. It would be extremely difficult to find anything without some form of advice or guidance. Search engines came along and filled that gap right from the early days of the internet, their main benefit being their ability to crawl efficiently and index huge amounts of the open internet data out there and to then answer queries in fractions of a second.

Today Google dominates with over 70% of global market share in desktop search, followed not so closely by Bing with 12% (Net Market Share 2016). Suffice it to say, Google should not be the only port of call for an open source investigator as slightly different results may be obtained depending on which search engine is used. For many search engines, their business is in big data, particularly in advertising. Therefore they will do whatever it takes to profile and in turn provide targeted results to each and every individual on the web—this includes the open source investigator.

Because of this, the use of multiple search engines (Bing, Google, Yahoo, etc.) should be considered in each investigation as well as some of the emerging ones. Examples of search engines that claim not to track users and tailor search results are DuckDuckGo\textsuperscript{11} and Startpage.\textsuperscript{12}

Search engines also often link to cached versions of webpages, which can be extremely useful if a website has appeared to go offline but access to the content within it is still required (see Chap. 13 for case examples in a policing context). This kind of functionality may also be provided by the internet archive.

\begin{footnotes}
\item[10] https://wordpress.com/activity/.
\item[12] https://www.startpage.com/.
\end{footnotes}
9.2.8 Internet Archive

Founded in 1996, a non-profit organisation called Internet Archive set out on its journey to capture and archive the Internet. Provided through a tool called the Wayback Machine, the service and be accessed by users to search for any given website and traverse snapshots captured at various stages of its history. Social media sites and other ‘deep web’ resources (i.e., those that require a user to log in) are sparsely captured, but public facing websites such as blogs (and comments on blogs) are often captured. Sometimes crucial data can be captured, which is why Internet Archive—and especially the Wayback Machine with its nearly 500 billion captured web pages—should be firmly embedded in any open source investigator’s toolbox.

9.2.9 Freedom of Information

Many countries across the world have now adopted some kind of freedom of information (FOI) directive related to the public having access to information held by governments and governmental organisations (cp. Freedom Of Information Laws by Country, nd). Information obtained through FOI request almost sits on the line between OSINT and non-OSINT data. On the one hand, the public can access the data (and for free) if they ask for it; on the other hand, the public must know the right questions to ask in order to obtain that data, and access to the data depends on the restrictions put in place by that nation’s government. For example, in the UK obtaining data for an FOI must cost the organisation less than £600 or they have the right to refuse the request. This means that some requests result in the production of open source data and others do not (see Chaps. 17 and 18).

9.3 Non-OSINT Data

Given the content of many of the other chapters within this book and with estimates putting open source data usage at such high-levels (80 % +) we could be forgiven for asking: after that what is left? However, that last percentage of useful, but closed source information (i.e. non-OSINT data) may be what provides us with the final pieces to the jigsaw puzzle that enable us to act on the intelligence we have already determined with more certainty or more accuracy than we had before.

In effect, non-OSINT data is that which has not been made publicly available in any way. This could be due to the data being under a proprietary or restricted license or simply held by companies and businesses, who have no need to make the
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data available. Data which is classified or confidential can also be classed as non-OSINT data, in that it is not available to the general public by any means such as data contained in police or intelligence reports.

Such data is often of a sensitive or personal nature and is generally covered under data protection laws. That is not to say that this data cannot be exploited by the holding organisations for use in intelligence gathering. On top of this, authoritative organisations such as law enforcement agencies may have the power to obtain such proprietary data (such as bank transactions or telecommunication records) and combine it with their open data counterparts.

Information held by intelligence agencies—especially those in countries other than where the investigation is currently being conducted—usually comes with an especially high degree of secrecy and an unwillingness to share beyond the owning organisation. Thus, for example, in the UK the Security Service (MI5) may have different information to GCHQ, who again may have different information to an LEA, even though they may all be interested in the same person or the same case but for differing reasons and they all may not share this information with each other.

There are also (also see Chaps. 3 and 16) a number of other ‘INTs’ aside from OSINT, which form part of the intelligence domain:

- **SIGINT (signals intelligence):** intelligence obtained through the interception of signals be it communications or other electronic signals
- **HUMINT (human intelligence):** intelligence obtained through personal contact such as observation, interviews and other espionage
- **MASINT (measures and signature intelligence):** intelligence obtained through the analysis of signatures such as radar and CBRN sources
- **IMINT (imagery intelligence):** intelligence obtained through satellite imagery and aerial photography

These INTs are often more referred to within the military and defence spectres. However, they are applicable to law enforcement and other investigations as well, although they may not be spoken about using the same terms.

Generally, non-OSINT data in a law enforcement context simply covers the information and intelligence gathered as part of the existing investigation that has come from non-publicly available sources. In industry, this may be the information that they hold within the company itself related to its activities, finances or employees.

In the rest of this section we give an overview of other non-open source data that may be used in investigations.

### 9.3.1 Criminal Records

Many, if not all, countries have some form of criminal recording process in place, which may also be electronic and national (or at least regional or state-level). In the
UK, such data is stored in the Police National Computer (PNC), which has been in operation since 1974. As of October 2014, there were over 10 million records on the PNC containing criminal elements (Home Office 2015a, b). Needless to say, access to the PNC is tightly restricted whereby few organisations (mostly law enforcement or government agencies) have access. The PNC is held at the former National Policing Improvement Agency’s data centre in Hendon, Middlesex, UK (Wissgott 2014). The PNC holds information such as convictions, vehicle information, driver’s licence information, property that has been recovered and information about those who hold firearms certificates.

The PNC is complemented by the Police National Database (PND) which stores operational police information and intelligence obtained from locally held police records. The PND is specifically geared towards enabling the search for information related to people, objects, organisations, locations and events. The purpose of the PND is to enable the sharing of information between different police forces within the UK.

Both the PNC and PND link in with the two EU-wide services: the Schengen Information System (SIS) (European Commission 2015) and the European Criminal Records Information System (ECRIS) (European Commission 2016). The SIS works on the idea of alerts and the sharing of these alerts within EU Member States and the Schengen area. These alerts refer to the locating of wanted people (either because they are missing or due to criminal proceedings) or the locating of missing objects (e.g., vehicles, banknotes, documents and firearms). As of 2013 of the 45 million active alerts more than 80% of them referred to identity documents. Rather than sharing alerts, ECRIS provides a method for LEAs across Europe to access historical criminal records of people of interest whose transgressions may have occurred outside of the current member state in which they are facing a potential conviction.

### 9.3.2 Financial Records

The financial sector and everything it encapsulates is tightly embedded in every part of modern day life and almost all adults in the developed world are connected to it in some way or another. Most interestingly with regard to the work of investigators is the extensive and sensitive data trail that every interaction or transaction may leave in its wake. Despite this, the financial sector is a huge and decentralised network of systems and organisations, and is not always directly accessible to LEAs in fully standardised ways.

In the UK, the financial sector is tightly regulated and there has been much progress in the way of working together with governments and LEAs for both the purpose of privacy and security. One tool that has been in use throughout the last decade has been Suspicious Activity Reports (SARs) (UK Financial Intelligence Unit 2015).
SARs not only allow organisations, but also oblige many, to report any suspi-
cious activities with regards to any entities they deal with, whether it be customers,
clients or other businesses. During the 2013–14 reporting period, the body
responsible for handling the reporting of SARs, the National Crime Agency (NCA),
received over 350,000 reports where the greatest proportion of reporters were
accountancy firms and tax advisors (National Crime Agency 2014). Such data is
considered to be highly sensitive and therefore confidential and rarely, if ever,
disclosed. Direct access to SARs is provided mainly to police forces, among some
other agencies, and it can often be an instigator to an investigation due to its
effective ‘alerting’ nature (National Crime Agency 2005).

The British Bankers Association (BBA) in collaboration with the Joint Money
Laundering Intelligence Taskforce (JMLIT) has more recently been developing a
Financial Crime Alerts Service (FCAS), which is due to launch sometime in 2016
(Brown 2016). The JMLIT is a far reaching collaboration consisting of banks and
agencies such as the BBA, NCA and Home Office. Such a system will provide
advanced detection and alerting capabilities with regards to terrorist financing,
money laundering, corruption, fraud and cybercrime (BBA 2014; see also Chap. 16).

9.3.3 Telecommunication Records

Similar to the financial sector, the telecommunications sector inherently and inad-
vertently facilitates criminal activities by nature of the server. In this context—
particularly under UK law—the telecommunications sector encapsulates any ser-
vice enabling electronic communication such as telephone, email, social media and
video conferencing, among others. The UK, as with all other European Union
Member States, has fallen under the EU Data Retention Directive 2006/24/EC,14
which did allow the bulk gathering and storage of telecommunications for between
six months and two years. However, in 2014, the directive was declared invalid by
the European Court of Justice in the Digital Rights Ireland case15 due to its failure
to comply with the Charter of Fundamental Rights and it ceased to apply from April
2014 (Court of Justice of European Union 2014).

As a result of the invalidation of the EU directive, the UK government enacted
the Data Retention and Investigatory Powers Act 2014 (DRIPA) covering the scope
of how telecommunications data should be retained, in very much the same way as

---

retention of data generated or processed in connection with the provision of publicly available
electronic communications services or of public communications networks and amending Directive
3735673764.

15Joined cases C-293/12 and C-594/12 Digital Rights Ireland Ltd. V Minister for Communications,
Marine and Natural Resources and Others and Karntner Landesregierung and Others [2014].
the EU directive. Due to these similarities, DRIPA was declared unlawful by the
UK High Court in 2015 and was referred to the European Court of Justice (EJC).
A full court ruling on the legality of the legislation is due in 2016. Meanwhile, the
Investigatory Powers Bill, which will replace DRIPA, progresses through
Parliament and at the time of writing has reached the Committee Stage in the House
of Lords. DRIPA will come to an end in any event, in December 2016 (UK
Government 2014) making way for the new legislation; but there remains uncer-
tainty for law enforcement agencies about the kinds of telecommunications data
they may be able to access and retain in future.

In the meantime, the types of data specified in the 2006 EU Directive and
reiterated in DRIPA mainly cover source and target entities in any given commu-
nication. Under these rules it must not contain “data revealing the content of the
communication”. For example, a website address (or URL) will reveal the con-
tent, therefore it is unlikely to be allowed, whilst email, SMS, video conferencing
content, would not be stored. The possibility of accessing source, target, time and
duration data, however, can still be exceptionally powerful and revealing and would
help the investigator to identify key parties in an investigation.

9.3.4 Medical Records

The use of medical records can be extremely sensitive and revealing, a reason why the
digitisation of them has been slow around the world. It is also a topic that is unlikely to
be standardised across the globe. In the US in 2001, roughly 72 % of office-based
physicians had no electronic health record (EHR) system, falling to 22 % in 2013
(Hsiao 2014). Although in the UK, there may still be various approaches by different
doctors’ offices with regards to the entirety of a patient’s medical history, every UK
patient will have what is called a Summary Care Record (SCR).

Each SCR contains an overview of a given patient’s care requirements. It covers,
among other information: conditions, allergies and medications (NHS 2016). It is
also clear that, where serious crimes are being investigated, a court order may grant
law enforcement agencies access to these records (NHS 2011). Medical records are
classed as ‘sensitive personal data’ in all data protection laws and are subject to
stricter conditions in relation to accessing and processing than ordinary personal
data. In the UK the Data Protection Act 1998 allows LEAs to access these records
only providing certain conditions are met. Alternatively, the Police and Criminal
Evidence Act 1984 provides a procedure for officers to obtain an order to access
this type of material, again only if specific conditions are met. Such data could
reveal the potential movements or actions of the subjects of an investigation, for
example, where they may require treatment for specific health conditions.

16 Schedule 3 to the Data Protection Act 1998.
17 Schedule 1.
For a while in the UK there has been a programme of work to centralise UK medical records, though it is unclear whether this is only in aggregated and anonymised form or in raw form. The programme, known as Care.data, has been through much criticism due to the unclear regulation on to whom and how the data will be shared (Vallance 2014). Since 2015, there has been little mention of progress with the programme, leading to uncertainty about its longevity.

### 9.3.5 Imagery, Sensors and Video Data

A significant amount of satellite imagery is now available commercially and thus cannot be considered non-OSINT (see also Chap. 12). However, some satellites exist purely for reconnaissance and are operated by individual nations, who may not expose the information collected using such data. Nowadays, many police forces may operate or have access to a dedicated helicopter, which can perform thermal imaging as it flies and can transmit this video directly back to command and control. In the future, forces may be able to deploy drones with similar capabilities at a significantly reduced cost, and so the extent of imagery owned by the police may increase.

Environmental sensors exist all around us. The proliferation of Internet of Things (IoT) devices will dramatically increase the data available about the status of our cities in the near future. They may track air quality, detect seismic activity, monitor river levels, check for radiation levels and report on the structural integrity of buildings, amongst others. However, the data from these sensors is often owned by their providers and not made available openly. However, if these companies begin to either open this data up, so it can be fused with other open or closed data, the potential for its use become even greater.

Law enforcement agencies have access to another powerful closed source data set. They can access many of the CCTV cameras and the associated footage from a specific area within a specific time period. These recordings, although varying in quality, can be used both to enhance situational awareness in real-time by obtaining direct feeds as well as looking back through previous footage to augment intelligence already gathered through other closed and open sources. For example, footage from a scene of a crime or of a suspect as they cross the city before or after they commit such a crime.

### 9.4 Fusion Opportunities

In the above we looked at some of the different open and closed source that may be available to an investigator depending on who and what they are working on. In this section we consider how the combination of open and closed source data together might provide superior intelligence compared to simply using one or the other.
9.4.1 Targeted Search

An investigation usually starts for a reason: a crime has or may have been committed, is about to be committed, an unexpected drop or increase in profit for a business has been observed or intelligence on a particular (private or criminal) target is required. It may be the case that partial information is known about a specific suspect, but not enough information is known to yet act on that information. The use of consented databases such as those provided by LexisNexis, GBG and Experian specialise in being able to narrow down the identification of targets from limited information. As Detective Constable Edwards mentions in the transcript of his talk at EuroIntel ‘99, (Edwards et al. 1999): “officers are astonished when they come to us with nothing but a name and we return address lists, family names and addresses, companies and directorships, financial details and associates.” This is a clear example of how open source information can augment and enrich with very specific details the intelligence that already exists through closed sources.

9.4.2 Validation of Other ‘INTs’

One of the most critical uses of OSINT is in the validation of information obtained from other INTs (SIGINT, HUMINT, IMINT, MASINT, etc.) (Gibson 2004). Rather than the traditional idea of fusion being to bring two pieces of data or information together to make them greater than the sum of their parts, this fusion instead protects classified sources and informants. As explained by Gibson (2004) when discussing the advantages of exploiting Open Source Intelligence as a whole, OSINT can contextualise information obtained from clandestine sources, provide cover for information obtained through other INTs—that is, although information may initially obtained from closed sources, if the same information can also be obtained through open sources then this information can be shared more freely and the closed source can remain protected; OSINT also provides ‘horizon scanning’ for the closed source intelligence, i.e., it can give direction to what specific information should be elucidated from other, more costly, intelligence sources.

9.4.3 Filling in the Missing Links

Owing to the extensiveness of the information that is now shared online, a reasonable intelligence picture can often be created using only open sources. However, there will always be the last 5–10 % that cannot be accessed openly, and intelligence agencies and investigators must revert to covert sources in order to ‘fill in the gaps’. Many of the analysis techniques discussed within the previous chapters can
be applied to the fusion of OSINT and non-OSINT data, since the actual method of fusion, especially when dealing with larger datasets, may be the same whether the investigator is dealing with open or closed data. The main discrepancies are related to how, once fused, that data is able to be shared. That is, once open source data is fused with classified data it itself becomes classified and no-longer open source and shareable with other agencies.

9.4.3.1 Identity Matching

In the online world, and despite sites’ terms of services, people do not always identify themselves by their given first name and surname. Instead, they use other nicknames and aliases, which may or may not have a relation to their actual name. Furthermore, it is not guaranteed that a user will use the same alias across all the social media sites that they sign up to. This creates problems for investigators but also provides an opportunity for fusion.

First, investigators must try to match a person’s real name to any offline aliases they use; it is not uncommon for someone to be in the records under one name, but still go by another name, especially if there have been complexities in a person’s family situation including marriage, divorce, where a child switches which parent’s surname they use, whether or not this is recorded officially or they simply go by their middle name or a non-obvious shortened nickname. Secondly, an investigator may try to match or link social media profiles together. This can sometimes be straightforward; for example, a user may use the same aliases or username across all social media profiles. This is becoming more common as users want to build their personal brand (Senft 2013), although not all users are necessarily aware that this comes at the expense of their privacy.

Another method investigators can use is to follow the links between social profiles. For example, people may link their Facebook and Instagram profiles given that they are both owned by the same company. In fact you can even log into your Instagram account using your Facebook credentials and so the two become inextricably linked. Otherwise a user may share posts from Facebook or Instagram on their Twitter timeline and thus provide a hook for investigators to discover links between the two. Finally, an investigator may be able to leverage the connections of the ‘friends’ that the user has made online in order to discover these associations. These links and connections can be particularly important if the OSINT material is to be used in evidence during the course of subsequent criminal proceedings (see Chap. 18).

The final problem brings the two themes discussed above together. That is, the fusion of offline and online identities to create one single identity. Ascertaining which people link to which social media profiles can then become a very powerful tool in leveraging more information about that person, and further fusion

can be drawn by the investigator enhances their own intelligence picture and potentially progresses the investigation.

i2’s Analyst’s Notebook\textsuperscript{20} is a commercial software solution that supports this kind of analysis allowing the investigator to construct the network themselves using the information they have available to them as well as being able to link it into their existing systems. It specifically supports network analysis, and these networks can be projected on to maps or timelines as well as supporting a freeform layout. Openly available software that provides similar functionality includes NodeXL, Gephi, and ORA-LITE (Carley 2014; which has now developed a commercial version called Netanomics\textsuperscript{21}).

\subsection*{9.4.4 Environmental Scanning}

In intelligence-led policing, LEAs are not reacting to one current event or a simple crime: it is about building an intelligence picture, which can give an overview of the situational awareness within a particular topic. This topic may be one of the local police’s current priorities. They may be interested in organised crime (Chap. 16), child-sexual exploitation (Chap. 15), counter-terrorism (Chap. 2), radicalisation and drug trafficking as well as tracking, perhaps more minor incidents such as anti-social behaviour or community issues.

Each of these areas (and many more) has the potential to provide a rich dataset containing information derived from classified crime reports held by the police and have them augmented by data that is available openly such as that found in local news reports, social media and other sources. These may also be enhanced by the use of statistics derived from local government data or even national and international data.

The ePOOLICE\textsuperscript{22} system (Brewster et al. 2014) was developed as a method to obtain strategic early warnings for law enforcement using environmental scanning for the detection of organised crime threats through the identification of weak signals. These weak signals may appear in social media or in news media across the world. The detection of multiple similar weak signals within the same or similar areas would serve as an early warning to LEAs of the potential for organised crime activity to be taking place. The CAPER project\textsuperscript{23} was formed on a similar idea but also aimed to integrate private or classified data into their information streams (Aliprandi et al. 2014).

It is not hard to see how using the many data analysis techniques put forward in the previous chapters could be applied to both open and closed source intelligence,

\begin{footnotesize}
\begin{enumerate}
\item http://netanomics.com/.
\item www.epoolice.eu.
\item http://www.fp7-caper.eu/.
\end{enumerate}
\end{footnotesize}
if the investigator has the authority to access such systems. Natural language processing can be used to extract entities from any type of data, the aggregation and analysis techniques can be applied no matter where the data comes from.

Consequently, an environmental scanning application can take the information first found in open sources and augment it with the information already held. This may be done automatically or only when a trigger point of a certain number of open sources reporting similar information reaches a specified threshold. Thus what may appear only to be a few random incidents in the news and some logs in the crime reporting system suddenly starts to indicate that a pattern may be developing, which may in turn lead to a fully-fledged investigation.

9.4.5 Predictive Policing

In the so-called ‘big data revolution’, predictive policing is another hot-topic, that, if reports are to be believed, will revolutionise the future of policing and move it into the modern era. Predictive policing focuses on the idea of identifying crime ‘hot-spots’. That is, using the data that we already have to ‘predict’ where and when certain types of crime may occur, so that scant police resources can be deployed most efficiently and effectively.

Predictive policing is another prime area for the integration of open and closed source data. Take, for example, a simple problem such as a spate of minor burglaries. The people who are burgled may report this to the police (although they may not do much about it; BBC News 2015) and the crime will be logged into the system. This becomes closed source data. Some of the victims of the burglaries may also report their experience on social media to warn others in the area or simply to highlight their plight. This information now exists in both open and closed source formats. In addition, a number of people within the same neighbourhood may notice some sort of damage to their property (potential evidence of a break in) and post this to social media or even do so by replying to the original post of the person who was burgled. This information only exists in an open format. If the investigator is able to bring all this information together, they may only then realise the patterns surrounding the burglaries in the area and make efforts to deploy a higher police presence to that area in order to deter the burglars or even catch them.

Predictive policing is already seeing a large amount of traction within law enforcement, through the use of tools such as PredPol or HunchLab’s software, and within academic literature. Both PredPol and HunchLab appear to only link up with existing data held by law enforcement, whereas academic literature focuses

\[\text{http://www.predpol.com/}.
\]
\[\text{https://www.hunchlab.com/}.
\]
more on what open data can do for predictive policing (of course some open data is derived from existing police data). For example, Gerber (2014) compared using data from Chicago’s open data portal alone (which can be considered as a proxy for closed source police data) versus using the same data combined with all tweets obtained through the Twitter streaming API within the Chicago area. He found that by augmenting the open data with the Twitter data improved the crime prediction model in 19 of the 25 crime types he was testing. Thus the potential advantages of fusing OSINT and non-OSINT data in predictive policing are clear.

9.4.6 Situational Awareness During Major Events

While perhaps not being an open source investigation per se, another area where law enforcement are particularly interested in leveraging the information posted on social media and augmenting it with their own operational information is in their response to major events. These events may be terrorist attacks, riots and mass public disorder, major incidents such as air, road or rail crashes or as a result of a natural disaster such as an earthquake or flooding.

In this case closed data may be information collected by investigators and other first responders at the scene, it may be gathered by accessing CCTV footage, from satellite imagery (especially in the case of a major natural disaster), they may have access to additional sensor information (such as detailed river levels in the case of (potential) flooding), and they may also be able to perform their own closed source fusion and bring this data together with existing closed intelligence they may have access to. However, a major incident often generates significantly more news and social media traffic and, although much of this will be second-hand commentary, some of this will be generated by people who are actually witnesses to the incident, but may have not contacted the police formally with their observations. Furthermore, this information may be available in near real-time to those who have the power to investigate it. Thus efficient and effective methods to deal with enormous quantities of social media data through analysis and aggregation techniques and then be able to link this into existing closed source data has massive potential to improve the emergency response to crisis situations.

Such solutions are already being investigated. The Athena26 project is investigating how open source data such as that from social media can be combined with closed-data: information provided via a specific Athena mobile application can be utilised to improve crisis communication between citizens and law enforcement (Gibson et al. 2015). LEAs then have the power to make this information open again by publishing (non-operationally sensitive) information back out to the public.

http://www.projectathena.eu/.

\(^{26}\)
9.5 Conclusions

This chapter has expanded on a number of different data sources for open and closed source intelligence. It has then identified numerous opportunities for the fusion of open source and closed intelligence data, mainly in a law enforcement capacity. The extent to which these potential synergies have already been adopted by LEAs and other companies as well as future possibilities for fusion that could be considered have also been explored.
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Chapter 10
Tools for OSINT-Based Investigations

Quentin Revell, Tom Smith and Robert Stacey

Abstract This chapter looks at the essential applications, websites and services used by practitioners to form their OSINT toolkit, which may range from simple browser plug-ins to online services, reference databases and installed applications and every practitioner will have their list of favourites. The chapter does not recommend a particular piece of software or service or give detailed advice for specific system set-ups, rather it aims to equip the reader and their organisation with a framework to assess the tools at their disposal to give them some reassurance that they are suitable for their OSINT investigation and can demonstrate that they are secure, reliable, and legal.

10.1 Introduction

In this book, we have a number of examples of best practice and strategies for use in an Open Source Investigation (see particularly Part 3 in this book). In this chapter we look at the essential applications, websites and services used by the practitioner to form their toolkit. The tools used range from simple browser plug-ins to online services, reference databases and installed applications and every practitioner will have their list of favourites.

While there is an understandable desire for a definitive list of ‘approved’ tools (and there are numerous lists of websites, services and databases available on the internet\(^1\)), generating and maintaining a list of tools is a never-ending task for a website and if printed in a book would quickly become outdated as websites vanish, and new applications appear.

Crucially, because of the variety of sectors in which OSINT is now used (e.g., law enforcement/commercial/defence/security services), each sector has different aims, subjects of investigations, technical infrastructure, risk appetites and legal frameworks. Law Enforcement practitioners may have very different roles (Association of Chief Police Officers 2013).

However, in the Law Enforcement sector practitioners are commonly unable to use their ‘corporate’ desktops for effective investigations. This could be for a number of reasons; organisations may have blocked social media sites or ‘inappropriate material’. Additionally organisations may have secured their browser from active content (e.g. videos and Java Script), or prevented the user installing their own applications. As a result practitioners will commonly run their own ‘standalone’ system that allows them to access the wide variety of tools available.

Once freed from the corporate desktop, the practitioner has almost limitless applications, browser plug-ins, sites and services available to use. However, this freedom to run anything has its risks: is the browser plug-in malware? Is the anti-virus used licensed for corporate use? Is the mobile app data mining contacts? Where is the cloud service hosted, and what information can it see?

Because of the ever changing nature of these tools, corporate systems are often unable to keep up, and the time and cost of a full ‘FIPS or ‘Common Criteria’ style evaluation may not be justified.

As a result this chapter does not recommend a particular piece of software or service or give detailed advice for specific system set-ups (there is existing CESG guidance in this area covering cloud service security, browser security guidance and device security guidance; see also Chap. 15). Rather this chapter aims to equip the reader and their organisation with a framework to assess the tools at their disposal to give them some reassurance that they are suitable for their OSINT investigation and can demonstrate that they are secure, reliable, and legal.

In the UK this demonstration may be required by a number of institutions—from local management and the Senior Information Risk Owner to the Information Commissioner, the Surveillance Regulator, or the Forensic Science Regulator.

This chapter suggests a framework to help ensure that the risks of using these tools, and in particular ‘free tools’, have been considered. It should assist internet practitioners when deploying tools or using services; helping to balance operational needs with good practice and organisational risk.

10.1.1 Effective Cyber-Risk Management

In their principles of cyber security risk management, CESG suggests that: ‘effective cyber security risk management is built on sensible decision making, following core principles of:

- Accept there will always be uncertainty
- Make everyone part of your delivery team
- Ensure the business understands the risks it is taking
• Trust competent people to make decisions
• Security is part of every technology decision
• User experience should be fantastic—security should be good enough
• Demonstrate why you made the decisions—and no more
• Understand that decisions affect each other.

Ensuring that organisations embody these principles throughout their business processes will help to support the effective management of cyber security risks’ (CESG 2015a, b).

This lightweight framework outlined above is designed to support effective risk management by:

• Highlighting the risks from using online service and tools
• Demonstrating why a decision was made
• Assisting competent people to make decisions
• Allowing fantastic user experience, with good enough security.

10.2 Key Assessment Themes

Our assessment has three key themes: security, reliability, and legality. By looking at each theme in turn we can consider the indicators that a tool or service will meet our needs, remembering that not all indicators outlined will be applicable to all types of tool.

10.2.1 Security

While it is obvious that we wish machines to be secure in their operation, sharing information is a necessary part of an online investigation, but should ideally be limited to only that information the user perceives as necessary. Security controls help ensure that user and corporate data are not inadvertently shared with third parties including the service provider, browser vendor or plug-in provider. Some indicators of a tools security risks are summarised in Table 10.1.

10.2.1.1 Privacy

Despite the adage ‘If you are not paying for it, you’re not the customer; you’re the product being sold’ (blue_beetle 2010), we have become used to the ability to use tools and services associated with the internet at no cost, and in many instances cases there is no alternative to using ‘free’ services from the internet. Many of these services rely on advertising for their revenue, and the advertisers are keen to collect
as web crawling, advanced analytics and social media monitoring. The issue comes when that third party is able to access the content of an investigation. As the service gathers more of the information it has a picture of not just an individual investigation, but potentially information across investigations or organisations. There are existing CESG cloud service security principles that should be used to give some level of reassurance when using these services for large scale applications.

### 10.2.2 Reliability

While initially assessing the tool for its suitability, the practitioner should note the reliability of the tools. The practitioner needs the tool to function reliably and consistently, now and into the future. Support for the user should be available if needed, and the tool should ideally offer an audit trail of user actions. Some of the indicators that should be taken into account when assessing a tool for reliability are summarised in Table 10.2.

#### 10.2.2.1 Code Quality

There is nothing inherent in the development of either proprietary or open source software that makes one more reliable than the other. The quality of any software is likely to be more reliable if many individuals have contributed to its development, it is a well-established product and there is a strict and reliable regime in place to check for errors or problems.

#### 10.2.2.2 Open Formats and Standards

As articulated in Schofield’s First Law, ‘never put data into a program unless you can see exactly how to get it out’ (Schofield 2002). The use of open standards and formats allow the organisation to maintain control of its information. This has a number of benefits: allowing greater interoperability and information sharing,

<table>
<thead>
<tr>
<th>Positive indicators</th>
<th>Negative indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Tool requires payment or offers premium features or support</td>
<td>• Limited functionality</td>
</tr>
<tr>
<td>• Supports open standards or API</td>
<td>• The tool repeatedly fails to function</td>
</tr>
<tr>
<td>• Allows user data extraction</td>
<td>• Missing or broken links</td>
</tr>
<tr>
<td>• Community associated with the tool</td>
<td>• No support available</td>
</tr>
<tr>
<td>• The source code is freely available</td>
<td></td>
</tr>
<tr>
<td>• Open vulnerability management</td>
<td></td>
</tr>
</tbody>
</table>
information can continue to be used as new software is developed and there is no
dependency on single vendors, whose tools could be discontinued at any time.
Maintaining access to information is critical in a law enforcement environment
where data retention time can be measured in decades.

### 10.2.3 Legality

While assessing the tool for its suitability, the practitioner should also have an
awareness of the licensing terms of the application or service. Some of the indi-
cators that should be taken into account when assessing a tool for legality are
summarised in Table 10.3.

#### 10.2.3.1 Licensing

While each licence should be assessed on a case-by-case basis; for many ‘free’ tools
the terms of the licence will be dependent on the application in which the tool is
used. In a simple situation ‘personal’ use may be free of charge, and anything else
would incur a charge (including use by law enforcement). This can become more
complex, for example a licences might state ‘free for non-commercial use’, but it
may not be clear whether the work of an Open Source Unit is classed as
non-commercial according to the specific licence terms.’ While the work of the
police may not fall under the Creative Commons definition that commercial work is
‘primarily intended for or directed towards commercial advantage or monetary
compensation’ (Creative Commons 2014), there are many different licences
available. If you are unsure, contact either your legal department, or the rights
holder for clarification, or search for an alternative tool that has the required
functionality and that permits commercial use.

A common example of this is anti-virus licensing\(^2\) allowing users individuals to
take familiar with the service for free, but when used in a professional

\(^2\) [http://www.avg.com/gb-en/eula—“Authorized Purposes means with respect to Free Solutions and
Beta Solutions, your personal, non-commercial use”](http://www.avg.com/gb-en/eula)
and

[https://www.avast.com/en-gb/eula-avast-free-products—“You are not permitted to use the
Software in connection with the provision of any commercial services...”](https://www.avast.com/en-gb/eula-avast-free-products)
environment the same tool requires payment. This is highlighted as of particular concern as there needs to be a high level of trust in your anti-virus provider, as they commonly collect personally identifiable information such as the URLs of any visited websites, and details of any software on your machine.

10.2.3.2 Authorities

Open Source Investigations are becoming routine, and could be seen as doing what ‘any member of the public can do’. It may be argued that there is ‘no expectation of privacy online’; this is not the case, and this debate varies across the different countries of the world according to their individual legal standards and jurisdictions (Sampson 2014).

On this difficult point, in the UK the Surveillance Commissioner’s (tentative) view is that “if there is a systematic trawl through recorded data of a particular individual with a view to establishing, for example, a lifestyle, pattern or relationships, it is processing personal data and therefore capable of being directed surveillance if it contributes to a planned operation or focused research for which the information was not originally obtained” (Parliament 2011). The commissioner has also stated that “the ease with which an activity meets the legislative threshold demands improved supervision” (Surveillance Commissioner 2012).

This is analogous to the existing public space CCTV guidance, where use of a CCTV system to establish the events leading to an incident is not usually directed surveillance, but focused monitoring of an individual or group of individuals is capable of being directed surveillance and authorisation may be considered appropriate.3

As part of a ‘tool review’ completion of the legal authorities section of the review requires an understanding of the purpose of the tool. While most sites and services will be ‘dual use’ and could be used to collect private information if that were the intent of the practitioner, there are services and data sources whose sole purpose is to provide personal data, or make ‘hacked’ data publically available.

10.3 Completing a Tool Review

In the previous section we have identified a number of positive and negative considerations, most of which can be assessed by researching the site, tool or service under scrutiny. In this section we look at how to approach and record these considerations in a review.

The review could be completed by a group, coming to a consensus view on the tool for use in their unit. The framework should always record its findings, so that

---

3For wider challenges in a law enforcement environment see Sampson (2015).
the business understands the risk it is taking. There should be a record even if the review has found an issue that means the organisation is not willing to use a particular application.

But should we try to address all concerns for all reviews? Here we can return to our risk management principles:

- Accept there will always be uncertainty
- Make everyone part of your delivery team
- Ensure the business understands the risks it is taking
- Trust competent people to make decisions
- Demonstrate why you made the decisions—and no more.

So a key point to the assessment is to stop the assessment when you feel able to make an informed decision and accept there will always be uncertainty.

We can therefore approach the review by starting with the area that will bring the most knowledge, for the least amount of effort. Begin with the claims made by the provider. If these claims are not sufficient to make a decision, we can look at information in the public domain about the tool. If that third party information is still not sufficient then the organisation or practitioner can undertake to assess the risk for themselves. It should be noted that the final stages of this assessment are technical as it begins to stray into the professional field of Security Research.

We will need a ‘Document Information’ section to summarise the findings, and information about the review. By applying a risk/effort based principle we can arrange our assessment in the following order:

1. Document Information: findings and information to aid traceability
2. Supplier Assessment: claims made by the supplier
3. External Assessments: other people’s experience of the tool
4. Practitioner’s Assessment: practitioner’s assessment of the tool, it looks at issues that may not have been captured elsewhere and requires the reviewer to use the tool.

### 10.4 Assessment Framework

Putting the previous sections together, we have built an assessment framework listing issues for consideration and detailing why each consideration is included in the overall process.
10.4.2 Supplier Assessment

This section looks at claims made by the supplier and use of their tool. This information should be easily available on the tools website or from a simple search.

<table>
<thead>
<tr>
<th>Registration details</th>
<th>Registration implies that you are providing identification details which may have privacy implications and also legal implications if a false persona is used.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor’s claims to privacy</td>
<td>Some tools come with explicit statements that they distribute the data you provide. Others may claim to protect your data and you’ll need to assess the evidence for this such as adherence to standards (e.g. ISO 27001). If vendors are claiming these external assessments are they externally challenged accreditations? (e.g. Cyber Essentials Plus).</td>
</tr>
<tr>
<td>Mention of third party interests</td>
<td>Third party interests may indicate (or explicitly confirm) data sharing. This information may identify privacy concerns.</td>
</tr>
<tr>
<td>Licence conditions of concern</td>
<td>There may be many reasons why a licence condition may be of concern and this will be dependent upon your particular circumstances. Examples might include ‘free for non-commercial use’, ‘personal use only’, and ‘evaluation use only’.</td>
</tr>
<tr>
<td>Direct support</td>
<td>The support given to a ‘free’ tool is often limited, and can be an area in which the vendor can make a return. This can limit the amount of documentation available to the practitioner. If there is no cost for support does the business rely on selling user data to third parties, generating a privacy issue?.</td>
</tr>
<tr>
<td>Link to terms and conditions, and any conditions of concern</td>
<td>Whilst desirable (for traceability), it is often impractical to take a complete copy of the conditions of use. A reasonable compromise is to record a link to the conditions and quote any particular conditions of note. There are websites that try to explain these terms of use. a</td>
</tr>
</tbody>
</table>

ahttps://explore.usableprivacy.org/

10.4.3 External Assessments

This section collates other people’s experience of the tool; do these verify the claims made by the vendor? Again as this is intended to be relatively light-weight assessment, before the author(s) begin their own assessment, they should look for external validation.
Ownership, hosting and popularity | Note things such as where the tool is hosted, who owns it and when it was launched. This type of information might prove useful for assessing the overall risk of using the tool. Metrics such as popularity might also be of interest. This is an indicator of reliability and privacy. The sites referenced in the footer may assist with gathering this information for websites.a

Known issues/vulnerabilities | Searching the internet for known issues. It is often possible to identify good reasons not to use a tool without ever exposing yourself to it by installing it or using it. Known issues will mainly relate to the privacy and security indicators.

Tool maintenance | Indicators might include:
• Frequency of updates
• Response to issue logs
• All links in web pages work
This links directly to the reliability of a tool. Is the tool a ‘work-in progress’, with frequent major changes, or is it stable, and not needing major updates or has it been abandoned?

Support community | An active online support community can lead to a better maintained product and assist in identifying security/privacy issues.

Support for open standards | The intention of this question is to help prevent the user community from becoming locked into a given product/vendor. For instance a product might produce files that are only readable by the product itself. This could become a reliability problem if the product can no longer be run due to a service ceasing, cost implications, legal changes or for some other reason.

Source code availability | This might reduce the risk of both privacy and reliability issues or that the tool does something malicious since it is theoretically open to peer-review. However, there is no guarantee that anyone has looked at the code for issues of interest to you.

---


### 10.4.4 Practitioner’s Assessment

This final section is the practitioner’s assessment of the tool; it looks at issues that may not have been captured by external users, outside the law enforcement environment. This section requires the reviewer to use the tool, and some of these questions—particularly the assessment of the communication channel and data content—are complex requiring technical expertise.

The technical aspects towards the end of the practitioner assessment borders on a vulnerability assessment which can be a full time profession. While it may give an indication of the potential issues with a tool, even this level of assessment would not identify if a tool or service is maliciously trying to obscure its communication. If the users have this level of suspicion of the tool, then is should not be used.
<table>
<thead>
<tr>
<th>Reliability</th>
<th>Describe actions carried out to assess a product’s reliability, repeatability etc. and if any issues have been found.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authorities required</td>
<td>This will depend upon what the tool does, how you use it and your operational procedures/regulations.</td>
</tr>
<tr>
<td>Technical permission</td>
<td>Particularly related to mobile devices, and whether it requires access to user data to function.</td>
</tr>
<tr>
<td>Anti-virus response</td>
<td>When installing or running the tool, anti-virus software might identify activity that could be associated with viruses or other malicious software. This would impact the security and reliability assessment.</td>
</tr>
<tr>
<td>Unnecessary software bundles</td>
<td>‘Free’ software is often bundled with other software packages that are unnecessary for your needs. They often perform user tracking for targeted advertising which creates a revenue stream for the development of the ‘free’ software. In some cases the additional software might be an opportunity to deliver viruses to your computer. Both tracking and viruses pose a risk to privacy. A carefully chosen download source can often help to avoid these issues.</td>
</tr>
<tr>
<td>Communications with external servers</td>
<td>One way to know whether your data or identity is being exposed to third parties is to monitor where the information is being sent. This will impact on your privacy assessment: • Do you recognise the address receiving the data? • Do you trust the owners of the address receiving the data?</td>
</tr>
<tr>
<td>Data content (sent and received)</td>
<td>A more rigorous assessment method is to monitor the content of the data being sent and received. In this way it is possible to see exactly what is being sent to third parties, and if it is of concern to the practitioner.</td>
</tr>
</tbody>
</table>

### 10.5 Conclusion

Professional OSINT analysis toolkits need to be agile to take advantage of the array of the ever changing services, applications and plug-ins available. However these tools present an information risk to the organisation. The best people in an organisation to answer the question ‘can I use this tool?’ will be the practitioners themselves. The framework in this chapter guides their efforts. For some the questions may seem as too challenging, and may never complete all of the questions, for others it is not robust enough and they may wish expand the framework. This framework of questions supports good management by highlighting the risks and demonstrating why a decision was made. The result ensures the organisation is aware of its risk from the tools used in association with an investigation. A well completed assessment is of use beyond the unit and can be shared within a community of interest. It would also demonstrate the continued professional development for an individual that they understood their tools and methods. This
framework is presented as a starting point for reducing the organisational uncertainty around using ‘online tools’.
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Chapter 11
Fluidity and Rigour: Addressing the Design Considerations for OSINT Tools and Processes

B.L. William Wong

Abstract In comparison with intelligence analysis, OSINT requires different methods of identifying, extracting and analyzing the data. Analysts must have the tools that enable them to flexibly, tentatively and creatively generate anchors to start a line of inquiry, develop and test their ideas, and to fluidly transition between methods and thinking and reasoning strategies to construct critical and rigorous arguments as that particular line of inquiry is finalised. This chapter illustrates how analysts think from a design perspective and discusses the integration of Fluidity and Rigour as two conflicting design requirements. It further proposes that designs for OSINT tools and processes should support the fluid and rapid construction of loose stories, a free-form approach to the assembly of data, inference making and conclusion generation to enable the rapid evolution of the story rigorous enough to withstand interrogation. We also propose that the design encourages the analyst to develop a questioning mental stance to encourage self-checking to identify and remove dubious or low reliability data.

11.1 Introduction

Fluidity and Rigour—these are two conflicting design requirements that characterise the nature of the work of intelligence analysis. By fluidity we mean the ease by which a system can be used to express the variability of our thinking processes; and by rigour we mean the ability of the system processes and results to withstand interrogation that ensures the validity of our conclusions. In this chapter we discuss what these two terms—fluidity and rigour—mean for the purpose of designing criminal intelligence analysis systems in the context of Open Source Intelligence Investigations.

OSINT has been defined differently by different communities (see Chaps. 1, 2 and 3). For example, Glassman and Kang (2012) refer to OSINT as one of the outcomes of the Open Source movement. By using the tools and ethos of the Open
Source movement, it is possible to create cooperative and open problem solving communities based around the internet. Such openness and sharing is needed to support human thinking in order to extend human intelligence, or what they refer to as the ‘intelligence of the culture’. Initially, information artifacts may exist as isolated and un-related patterns that are fluid, diffuse and experience dependent. They refer to this stage as fluid intelligence and the more useful of these patterns eventually solidify into crystallized intelligence or “permanent habits of thought that can be used over and over again and passed down through generations” (Glassman and Kang 2012). On the other hand, others such as NATO have taken OSINT to mean something quite different: “unclassified information that has been deliberately discovered, discriminated, distilled and disseminated to a select audience in order to address a specific question” (NATO 2002) and include publicly available information (Bazzell 2016) in newspapers, journals, radio and television, and the internet (Best and Cumming 2008; Hobbs et al. 2014). For the purposes of this chapter, we will discuss interaction and visualization design in the context of the latter definition—publicly available information, collected and processed for specific purposes.

Considering OSINT in the context of internet-based information, OSINT includes a wide variety of sources of information such as social media, Twitter, electronic discussion forums and message boards, photographs, online maps, online auction sites, documents, news media, blogs and on-line services that can assist in criminal investigations such as child sexual exploitation, prostitution or sale of stolen property. The problem faced by investigators is that there is just so much data, some streaming, of different formats, that have little or no known links to on-going investigations. For example, in a series of over 40 thefts from luxury motor vehicles where the satnavs and radios were taken, an analyst discovered that items matching the stolen satnavs and radios were on sale at a well-known online auction site. Further investigations led them to the seller of the items, and coincidentally, no further thefts from motor vehicles with that modus operandi were subsequently reported. This required the analyst to access information from various police-only systems, e.g., stolen property database, crime reports, witness statements or statement, and to then access a free public internet site and to make comparisons with any previous cases to narrow down possible culprits. This raises a number of questions, e.g., if the analyst understands the situation and the nature of the problem well or whether it is possible to articulate a known search. However, such a strategy cannot be relied upon, if one does not know what is needed to be known to define a search. Tools and methods of interaction are needed to support the creation of that kind of understanding and to assist the analyst in making associations that lead to more directed searches of open information sources (see Chap. 10).

In interaction design, there are two complementary problems: (1) what information is to be represented at the user interface, and (2) how that information is to be represented. What information refers to the constructs that the system is supposed to communicate information about, and how refers to the visual form that the constructs should take and how one might interact with that visual form. In this
chapter, we attempt to articulate what it is that is to be represented and visually supported and how the designs might allow one to interact with it in ways that enable both fluidity and rigour.

The compatibility between what we represent and how we represent it—the constructs and the visual form—is important in ensuring that the necessary information can be communicated and assimilated rapidly by the users. One principle that describes this relationship is known as the PCP or the Proximity-Compatibility Principle (Wickens and Carswell 1995), who explain that “displays relevant to a common task or mental operation (close task or mental proximity) should be rendered close together in perceptual space (close display proximity).” If the tasks are time constrained and if the data required to describe a process or system is very large and very diverse, this compatibility becomes especially important.

Much of the research on which the PCP was developed is based in process control systems. In the cognitive systems engineering community, such systems are referred to as being ‘causal’ or ‘causal systems’ (Rasmussen et al. 1994). The outcomes from such systems are predictable by the laws of nature. For example, the combined gas law tells us that if volume and temperature are known, the pressure within the containment vessel can be calculated. In most man-made processes, we need information about the performance of the engineered facility in order to manage the process. Historically represented as Single-Sensor-Single-Indicator displays, these SSSI presentations required the human operator to identify relevant and related indicators and combine the information mentally in order to assess the state of the process.

Recognising the difficulty and dangers of such displays, the cognitive systems engineering community developed research and design techniques that led to ways for combining the individual indicator information meaningfully. One such approach, Cognitive Work Analysis (e.g., Rasmussen et al. 1994; Vicente 1999) and a corresponding interface design method, Ecological Interface Design (Burns and Hajdukiewicz 2004; Vicente et al. 1995), has been instrumental in the drive towards displays that represent crucial information through functional relationships that represent the phenomenon being controlled. Displays based on this approach usually map the functional relationships to visual forms such as geometric shapes. Such shapes visually relate multiple performance dimensions with contextual information such as system constraints and other higher-order objectives. This enables the human operator to quickly discern, for example, if a system or process is operating too close to a safety threshold whilst attempting to maximise profit generation.

We have also seen that user performance can increase significantly by changing the way the information is presented. For example, in laboratory conditions response times in emergency ambulance dispatching improved by over 40% simply by re-arranging the layout of the display from an alphabetically ordered list of ambulance stations to a layout that corresponds with the geo-spatial orientation of the ambulance stations in the region. (Wong et al. 1998). We also see improvements in user performance in hydro-power control management in a de-regulated energy market (Memisevic et al. 2007) as well as in conflict detection in air traffic control (Vuckovic et al. 2013). The designs that led to the improvements in performance did not come about by chance, but by a combination of deliberate investigations into
what people do, how they reason about the problems facing them and the careful
application of principled design approaches such as representation design (e.g.,
Bennett and Flach 2011; Reising and Sanderson 2002; Vicente and Rasmussen 1992;
Woods 1995). In particular, we focus on how experts in those areas carried out their
work, what strategies they invoked in using the information they are presented with,
and the decisions that they make using that information.

An effective and well-designed user interface is a technology that enables
end-users to become powerful and efficient end-users of the software. This enables
them not only to exploit computationally large data sets, but also to be cognitively
empowered to unravel the complexities in the data to “discover the unexpected—
the surprising anomalies, changes, patterns, and relationships that are then exam¬
ined and assessed to develop new insight” (Cook et al. 2007).

11.2 Intelligence Analysis

Intelligence analysis is the process of collecting, reviewing and interpreting a range
of data (NPIA 2008). In reviewing and interpreting the data, analysts search, organize
and intellectually differentiate (Glassman and Kang 2012) the “significant from the
insignificant, assessing them severally and jointly, and arriving at a conclusion by the
exercise of judgment: part induction, part deduction (Millward 2001), and part
abduction” (Moore 2011, p. 3) in order to understand what is being presented to them
and to make sense of that in the context of a given problem or intelligence situation
(see Chaps. 2 and 3). The primary purpose of intelligence analysis is to produce
information that can produce understandings that reduce uncertainty so that decisions
can be made, for example, to commit military resources into combat, in diplomatic
negotiations, the setting of trade and commerce policy and law enforcement (Clark
2013). As such, intelligence analysis should also provide the decision maker with the
underlying significance of selected target information (Krizan 1999).

Traditionally, intelligence analysis has mainly dealt with data collected through
secure or covert means. For example, as we have seen in earlier chapters, in the
military and security services, special equipment is needed for collecting SIGINT
(Signals Intelligence), ELINT (Electronic Intelligence), and networks of agents are
needed to manage HUMINT (Human Intelligence) assets. Once the collected data is
processed and verified, they become available to the intelligence analysts where
they work to discover and construct meaning from the disparate pieces of informa¬
tion. These data are often out of sequence, from multiple sources, are of variable
quality and reliability and are in different formats such as video, structured and
un-structured texts, numerical data, geo-spatial data and temporal data.

The data is then subject to various forms of analyses, e.g., video surveillance
data may need to be watched by a human to identify relevant situations or subject to
a degree of automated facial recognition analysis to identify a person in one or
across several video feeds or applying different data mining analyses to identify
similarities between reports or documents and perhaps other dimension reduction
techniques to make the data more suitable for interpretation or for the discovery of patterns of behaviours. Following such analyses, it then becomes possible to assemble together the data to create stories that can be used to explain the situation and how it possibly came about and is likely to evolve into, and therefore what can or should be done to counter or militate against it.

Prior to the arrival of the internet, and as far back as the years leading to the Second World War, security and intelligence agencies have analysed publicly available information to supplement their understanding of the more covertly acquired data to provide the important context in which to interpret intelligence. Sometimes they are used to compile dossiers about people of interest, technologies or evolving political situations that are often reported in open sources such as the press or published reports (e.g., Mercado 2009).

With the development of the internet, there is now much more of such information readily available. The US Government has recognized its potential value and in the 2006 National Defence Authorization Act, has referred to it as Open-source intelligence or OSINT. It is defined as ‘intelligence that is produced from publicly available information and is collected, exploited, and disseminated in a timely manner to an appropriate audience for the purpose of addressing a specific intelligence requirement’. In addition, it is considered important enough that OSINT be resourced, methods be developed and improved, and given adequate oversight, so that it can be ‘fused with all other intelligence sources’.

There is a tremendous amount of publicly available information available on the internet such as public news sites, blogs, social media, imagery and geographical data. For example, a UK-based website, www.upmystreet.com used to provide not only prices of houses in a particular post code area, but also brought together a range of different data sources that helped you piece together that intricate picture of what it might be like to live in that area, including neighbourhood statistics, demographics of the area and facilities in the area. Bradbury (2011) describes how a digital forensics analyst was able to construct the profile of a person from a single Flickr photograph—who the person is, what work they currently do, what work they did previously and the names, aliases and phone numbers of that person posted in various online forums. OSINT software such as Maltego makes it possible to very easily trace and track where email addresses appear online, how and in relation to what devices. There are many other tools that analyse meta-data and trawl through social media (see Chaps. 6, 7 and 8). While such tools are very powerful, they still very much represent and support the functions of collection, analysis and to a certain extent collation and organization, and much less so the cognitive function of differentiation, making sense of the data and the formulation of hypotheses (rather than the test of hypotheses).

OSINT can be incorporated into the general process of intelligence analysis, if we consider OSINT as another source of intelligence data with specialist methods and tools. For the purposes of this chapter, it is suggested that just like any other source of intelligence, the data needs to be collated, organized, differentiated and made sense of by the assembly of data in ways that enable analysts to construct explanations or in ways that engender the formulation of hypotheses. Such hypotheses would initiate a variety of analytical reasoning approaches, inference making strategies and further lines of inquiry.
While there is much we can learn from the cognitive engineering community and much we can apply, the problem in intelligence analysis is different in a subtle but significant way. Take for example, criminal intelligence analysis, which addresses the “identification of and provision of insight into the relationship between crime data and other potentially relevant data” (www.interpol.int). Intelligence analysis is not merely reorganizing data and information into a new format (Krizan 1999); intelligence analysis is not about controlling the performance of a process such as hydro-electricity generation, where the objects and components of the process produce information that needs to be monitored and controlled so that they meet performance criteria. Rather, it is about analysing data, understanding what each piece means and then assembling that understanding together with supporting information in ways that provide strong explanations about a crime or situation.

In causal systems such as the hydro-electricity generation plant mentioned above, the functional relationships needed to manage the process are known a priori. However, in intelligence analysis, there are no such functional relationships known or knowable in advance. An intelligence analysis system needs to support the analyst in assembling and constructing the relationships between various findings and observations, where meanings and insights are ad hoc and constructed during the course of the analysis and is heavily context dependent. Such systems are not governed by laws of nature. They are instead, governed by logic and argumentation: Does the assembly of data in a particular way make sense to the case at hand?

The intelligence analyst seeks to understand the separate pieces of information that may come from multiple sources, be it in different formats, may be structured or un-structured, quantitative, qualitative and subjective, from which to assemble an explanation that could be used to direct inquiries or lines of investigation. This suggests that a user interface and visualization design must support a different type of process; not one of monitoring and controlling a process, but one to support logical construction and composition.

11.3 What Do We Design?

So, in supporting intelligence analysis, what is it that needs to be designed? There are many good systems that support the search and retrieval, and statistical and semantic analysis. However, there are much fewer for supporting problem formulation and the creation of hypotheses. This is part of the ecology of cognitive work that I refer to as the Reasoning Workspace—a conceptual framework that comprises three sub-spaces: the Data Space, the Analysis Space, and the Hypothesis Space (Fig. 11.1). In the Data Space, we need to know what exists in the datasets, so that one may know what to look for in it or across several datasets. The Analysis Space is where various statistical and semantic analyses take place and produce results that help the analyst understand and identify patterns, behaviours, implications and so
The Hypothesis Space is where the analysts assemble the data, create tentative possible explanations and attempt to justify the various arguments.

In this chapter, we refer to designing to support the Hypothesis Space. We should design to support human thinking and reasoning that occurs during the collation, assembly and argument formation. Specifically, the kinds of thinking that occur during sense-making, the generation of insight and the formulation of initial ideas that can be the basis on which strong arguments can be built upon.

Sense-making is the process by which we come to understand the meaning offered by the combination of cues of a situation (Klein et al. 2006, 2007). This understanding then allows us to reason about and project further implications, causality and attribution. Klein and colleagues explain that people make sense of a situation by interpreting the data they are presented with in relation to their basic or general understanding. They refer to this understanding as a frame. This frame can be any sort of prior knowledge based on one’s experiences such as training, socio-cultural background and so forth, that helps them interpret what the cues of a situation mean. In this process, people learn what the situation means, which in turn contributes to developing their frames, which in turn guide the person in determining what other cues can or should be considered. This process is known as connect, i.e., when a connection is made between the data that one sees and one’s frame.

As the person understands the situation better, connecting with more data that informs him of the situation, the person embarks on the process of elaborate—searching for more relevant information that can add to his understanding of the situation, learning that there may be other dimensions to the problem than originally thought, therefore driving the demand for more information. As they understand the situation better, they then realize that perhaps some aspects of their understanding are incorrect, leading them to question their conclusions and the assumptions they made in order to arrive at those conclusions. If their understanding is flawed, they may
that accounts for the data, and the other end where the loose story has evolved into a
strong and more formal argument such that it is rigorous and able to withstand
interrogation, say, in a court of law.

At the ‘loose story’ end of the continuum, the emphasis is on gaining traction so
that possibilities can be formulated and then investigated further (Kodagoda et al.
2013a). At this end there is high uncertainty about the data and the premises and
conclusions; there is also very low commitment to any possibility. This mental
stance enables the analyst to consider alternative possibilities, work on them, and
without forcing themselves down a particular pathway at too early a stage.

At the ‘formal argument’ end of the continuum, there is much lower uncertainty.
The analyst is more definite about what the data and their relationships mean, and
very likely has become more committed to a particular path of investigation. At this
end, the emphasis is on verifying that the data used to construct the conclusions, the
claims being made based on the data, and the conclusions themselves, are valid.
Towards this end of the spectrum, one would also be much more committed to the
propositions, using techniques such as ACH (Analysis of Competing Hypotheses,
Heuer 1999) and other techniques such as Wigmore charts (Wigmore 1913; Goodwin
2000) to critically and rigorously test the claims and supporting argu-
ments. This relationship is illustrated in Fig. 11.2, the terrain of thinking.

11.4 Designing for Fluidity and Rigour

The tools supporting the generative, creative, playful and tentative exploration at
the ‘loose story’ end of the spectrum will be different from the tools needed to
support the more evaluative, critical inquiry that leads to a more deliberate, final and
rigorous explanation. The tools should fluidly link these different ends of the task
spectrum. At the ‘loose story’ end of the spectrum, the tools should be fluid enough
to express our thinking and reasoning and the playful experimentation needed for
one to gain cognitive traction with which to start an idea or to generate enough
momentum to pursue a line of investigation. The tools should fluidly and dynam¬
ically switch modes between creative and formal, enabling the analysts to create
tentative possibilities, to then assemble the data and from which to construct and to
ground the explanations so that explanatory narratives become well supported and
show strong arguments.

Early ideas of such a concept has been implemented in INVISQUE, Interactive
Visual Search and Query Environment (Wong et al. 2011; see Fig. 11.3). Originally
designed to support searching and collation with electronic library resource sys¬
tems, INVISQUE represents publications (journal and conference articles) on
individual index cards—a common metaphor in the library world. A search for the
word ‘technology’ will return all publications with the word ‘technology’ and
present it on the display as a cluster arranged in an x-y coordinate system, where the
y-axis has been assigned citation numbers and the x-axis assigned the year of
publication. A quick glance will show which article has the highest number of
citations for a given period of time. Index cards representing articles of interest can
be dragged out of the cluster and set aside (e.g., bottom left of screen in Fig. 11.2),
which can activate a change in the search weighting to indicate items of greater
interests. Articles which are of no interest can also be dragged off to another
designated space to indicate it is to be discarded or of less interest. The system can
also perform Boolean operations such as an “AND” operation by dragging one
cluster onto another to create a new cluster representing the intersection or what is
common between the two clusters. For example, by dragging the cluster ‘science’
Kodagoda et al. (2013a) discovered that during the early stages of analysis, once the participants discovered what terms existed in the data set, they were able to determine what questions they could ask or carry out searches. They would then identify anchors or key terms that they believe would spawn useful paths of investigation. These anchors are often tentative. They are experimented with, combined and reframed, helping the analyst gain cognitive traction, a footing with which to assemble and develop the loose story or the loose collection of pieces of data and weave that into a more rigorous and coherent argument.

11.4.2 Rigour as a Design Concept for OSINT Investigations

Rigour should not be considered the antithesis of fluidity. Instead, it should be considered as being complementary. Analysts need fluidity to assemble creatively and quickly, and test the validity of the arguments produced. Fluidity, in terms of design, is primarily concerned with the way the user interactions are designed to support the creative and traction-establishing nature of early stage reasoning.

By rigour we refer to the rules that govern the logic for the assembly of data in constructing the story and for improving the credibility and trustworthiness of the assembled data, the inferences and conclusions as the story evolves into a formal argument. The rules of logic when implemented in support of rigour as a design concept should be careful not to hinder the early experimentation, tentativeness and creative exploration needed for an analyst to gain traction and to produce possible candidate pathways for investigation.

Rigour is often associated with critical thinking (e.g., Moore 2007). In critical thinking the emphasis is on ensuring that the data used, the sources of the data and the assumptions made are sound. In intelligence analysis, by definition, we will have data that is incomplete, possibly deceptive and un-reliable, and messy. Strictly applying the rules of critical thinking could lead to much data being discarded due to their low quality or reliability, especially at the early stages where the data is un-assembled and viewed largely in isolation. This could make the generation of plausible scenarios that rely on expertise to bridge the reliability gap in the data difficult or impossible—because the data or inferential claims at this early stage cannot yet be backed up or adequately grounded. This hinders the gaining of traction that could lead the investigation into other avenues generating leads or uncovering other sources of data not previously considered. We are not arguing for the removal of critical thinking, but instead to apply the laws of logic and critical analysis in ways that do not hinder the creative exploration and generative cognitive strategies needed at the early stages.

The intelligence analyst is often confronted by missing data, deceptive data and low quality data. However, the problem is not the missing data, deceptive data or the low quality data—but rather in being un-aware that there are missing data or
that it is from dubious sources. Being aware that data could potentially be missing enables the analyst to ask questions about what information could be missing, which could lead on to questions of where to get such information and how to verify it or how experts might make a ‘leap of faith’ initially by filling in the gaps by using storytelling techniques. This helps the analyst gain traction. The early assembly of data into a story is used as a starting place to explore the possible profitability of this line of investigation. What is bad is that if the analyst treats all the data used in his or her story as equal, and where another analyst is not able to determine the validity of the conclusions from the story.

One method to address the missing data problem was proposed in Wong and Varga (2012). It is called ‘black holes’. The human visual system is very good at picking out breaks in regularity. So, instead of simply showing a list of data available, we can present that set of data in a way that regularizes it. Data can be presented by time, and where there are gaps or black holes in the sequence, it becomes readily detectable by visual inspection. This enables the analyst to choose to ask questions about the black holes (Fig. 11.4).

For example, data from a surveillance operation may indicate a particular regular pattern of behaviour where Person X is regularly observed to have lunch at a particular restaurant. Drawing on the concept of emergent features (Bennett et al. 1993), black holes emerge if the observations are regularized and presented along a timeline, rather than as a list where timing has to be read and interpreted, rather than simply viewed. The black holes create an entity that encourages the analyst to ask ‘What happened? What are the reasons for the black holes? Did the surveillance operation miss making or reporting a lunch meeting, i.e. a potential failure of the system, or perhaps Person X was actually away doing something else at another location?’ This knowledge that the data is missing now becomes data that can generate other possibilities or be incorporated into other lines of investigation.

The next step is to use this method of representing black holes in combination with the methods for representing the logic of arguments, and to make visible the reasoning process. Toulmin (1958) provides a way to layout the logic of an argument. Toulmin’s layout shows how a conclusion is supported by grounding data, and the warrant that connects and grounds the conclusion in that data, and how further supporting data can be associated with the grounding data. It is possible to conceive that in complex arguments, there may be several layers connected together. Wigmore (1913) provides a similar graph-style representation of evidence

```
Sequential but not temporal (aggregation)

Sequential and temporal <= showing the blackholes
```

Fig. 11.4 Black holes (Wong and Varga 2012)
Fig. 11.5 Top A generic layout showing parts of an argument. Bottom shows a ‘brown worm’ linking weak data or data with dubious provenance (Wong and Varga 2012)
Part III
Practical Application and Cases
Chapter 12
A New Age of Open Source Investigation: International Examples

Eliot Higgins

Abstract Whether individuals and organisations are ready for it or not, new opportunities and challenges presented by open source information from a variety of sources are something we must face now and in the future. It should be understood that this vast volume of online open source information allows anyone, for better or for worse, to become an investigator. What they choose to investigate could range from war crimes in a far-away country, to SWAT teams on their doorstep, and awareness of this behaviour is crucial in so many different ways. There are also many new tools being developed for those individuals and organisations in the public and private sphere that are aimed at aiding the process of open source investigation, be it for discovering information in the first place, or organising the information that’s discovered in a more accessible fashion. This chapter describes current cases of OSINT use by non-LEA (citizen) actors including their tools and techniques.

12.1 Introduction

Over the last several years the field of open source investigation has undergone something of a renaissance. This has been fuelled by the events of the Arab Spring, where social media was first used at protests, then later by media activists and armed groups participating in the conflicts that arose from those protests. During that period individuals and organisations began to explore ways of examining this vast volume of information coming from those countries, and new tools and platforms have been used to examine this information.

In the wake of the Arab Spring the same skills and techniques learned during that period began to be applied to new conflicts and situations. Russia’s suspected involvement in incidents in Ukraine came under close scrutiny after the downing of Malaysia Airlines flight 17 (MH17) on 17 July 2014, and open source information
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in particular that coming from social media—became a key source of information in the public debate about what had happened to MH17. Meanwhile, social media posts from local citizens in Eastern Ukraine and the Russian border region with Ukraine were used to expose Russia’s suspected military involvement in the conflict in Ukraine.

What has been particularly notable in the last few years is how access to a new range of online tools has now made open source investigation something that anyone can do from their own home. Thanks to Google and other technical service companies it is now possible to access satellite imagery of the entire planet, geo-tagged photographs from across the world, street level imagery from thousands of locations in dozens of countries, and access a huge volume of video content from every corner of the Earth.

With these tools alone anyone has the potential to be an open source investigator and new (and often free) tools and platforms are being created and rapidly adopted by a growing, public, online community of open source investigators. Whether or not professionals working in the field adapt to these new changes, it is clear that there is a growing public movement already using this information.

Already open source information is being used by a wide variety of news organisations and human rights organisations in their own work. In 2013 for example the New York Times used footage posted online by Syrian armed opposition groups to identify weapons smuggled to the Syrian opposition by foreign governments, exposing what was meant to be a highly secretive operation thanks to YouTube videos.\(^1\) Human Rights Watch and Amnesty International now use footage gathered from social media in combination with satellite imagery and in person interviews to establish the facts surrounding a wide range of events. In one example, in June 2014, Human Rights Watch used satellite imagery combined with videos posted online by the Islamic State to find the exact location of mass executions in Tikrit, Iraq.\(^2\)

More recently, attempts to organise the vast amount of information coming through open sources in conflict zones have resulted in the creation of platforms such as PATTRN from Goldsmith’s University’s Forensic Architecture department,\(^3\) used to host Amnesty International’s Gaza Platform,\(^4\) and projects such as the Syrian Archive.\(^5\) These projects collect the vast number of open source information coming from a variety of new sources, and attempts to organise them to make the information more accessible. This allows users to gain a deeper understanding of conflict without having to do the length research required to bring order to the chaos of these new sources of open source information.

---


\(^3\)http://www.gold.ac.uk/news/pattrn/.

\(^4\)http://gazaplatform.amnesty.org/.

\(^5\)https://syrianarchive.org/.
What makes this so powerful is that it is no longer the case of one individual’s or group’s word against that of another, but rather the ability categorically to demonstrate a case using publically accessible open source information. While the evidential use of this information in legal proceedings brings some specific challenges (see Chap. 18) it is now being used to challenge directly claims and denials by governments, creating a far more difficult environment for those governments who attempt to present their own counter-factual version of events.

When Syria was first accused of using cluster munitions in the conflict in Syria in 2012 Human Rights Watch was able to gather video footage of the cluster bombs used, and when the Syrian government denied cluster bombs were being used hundreds of videos of unexploded cluster bombs posted on YouTube by groups across Syria showed the reality of the situation.

In the case of the downing of MH 17 the Russian Ministry of Defence presented their own evidence (on 21 July 2014), all of which was shown to be in contradiction to available open source material.

In the Atlantic Council’s report Hiding in Plain Sight Russia’s involvement in the conflict in Ukraine was clearly demonstrated using a variety of open source material, including identifying vehicles filmed in Russia later filmed in Ukraine, identifying evidence of cross border artillery attacks from Russia into Ukraine, and tracking the movements of individual Russian soldiers in and out of Ukraine. One case study from the last example was then investigated in the multi-award winning VICE News documentary Selfie Soldiers, where the locations identified in the Atlantic Council report were visited by VICE News reporter Simon Ostrovsky, recreating the photographs posted on social media by a serving Russian soldier inside Russia and Ukraine. This provided a clear demonstration that the investigation techniques not only worked, but could be built upon by people working in another field.

But where is the starting point with these investigations when there are so many new sources of information? In the case of the conflict in Syria for example social media use had been severely limited in many, if not all, opposition areas as the conflict began to escalate. This resulted in a situation where each town or armed group would have its own media centre, with a Facebook, Twitter, and YouTube page where you could find all the information being shared publically from an area. This was useful in one sense in that all the information one could expect to find coming from an area would always come from those channels.

---

8 https://www.bellingcat.com/news/uk-and-europe/2015/07/16/russias-colin-powell-moment-how-the-russian-governments-mh17-lies-were-exposed/.
expected that they would also be geolocated using these methods, and the geolocation of images is considered essential in the field of open source investigation.

This presents both opportunities to verify content, but also a threat to those who might be operating in the field. In late 2015 an incident in San Diego, where police responding to a domestic violence call came under fire, was widely reported on social media.\footnote{https://www.bellingcat.com/resources/2015/11/06/overly-social-media-and-risks-to-law-enforcement-san-diego-shooting/} This included photographs of police taking up positions around the building, including the position of police sniper teams, all of which could be rapidly geolocated. Despite requests by the San Diego police locals and news organisations continued to share images of the police participating in the siege. Although in this incident it caused no significant problems for the police, it did demonstrate that thanks to the widespread use of smart phones and social media it’s now extremely difficult to control what information is being shared online, and methodologies like geolocation have potential risks to forces operating in public environments in crisis situations.

Geolocation also presents challenges to those who are attempting to present information in a public space. As the awareness of verification techniques increases presenting information to the public now faces a further level of scrutiny. The Russian government has been a particular focus of this scrutiny thanks to the events of the conflicts in Ukraine and Syria in which they participated.

In Ukraine Russia was publicly accused by some of sending troops and equipment into Ukraine, and hundreds of images were shared on social media sites such as Facebook, YouTube, Twitter, and VKontakte of military vehicles in Ukraine and Russia. Some vehicles had identical markings and damage that showed that it was highly likely that they were the same vehicles, but had been photographed in both Russia and Ukraine. Using geolocation it was also possible to verify the exact location the images of these vehicles had been taken, demonstrating that Russian military vehicles had in all probability been sent to Ukraine.

After the downing of MH17 photographs and videos of a Buk missile launcher travelling through separatist territory on 17 and 18 July were geolocated, and the presence of the Buk missile launcher in those locations were further verified by social media posts by locals as the missile launcher travelled through the locations shown in the images. On 30 March 2015 the Joint Investigation Team investigating the incident published a video\footnote{https://www.youtube.com/watch?v=olQNpTxSnTo&sns=} using this same geolocated, open source, imagery to call for witnesses who had seen the Buk missile launcher being transported on 17 July to come forward. Without revealing any closed source information used by the criminal investigation, it was possible for the Joint Investigation Team to present clear imagery of the route it believed the missile launcher had travelled, aiding in its call for witnesses.

In addition to long form investigations, crowdsourcing can also be useful in breaking news type situations. In May 2016 for example, ISIS social media
accounts encouraged supporters of ISIS to post pictures on social media from major European cities, displaying messages of support for the group. This social media campaign was in support of an imminent speech from ISIS spokesperson, Abu Mohammed al-Adnani, and was widely assumed to be about the recent crash of an EgyptAir jet on 19 May.

As noted by conflict analyst J.M. Berger, this was the “first time in months that the ISIS social media team has come out in force to push a release,” and that the ISIS “fanboys” felt accomplished in getting their hashtag to trend.\(^1\)

The images shared online all included handwritten notes expressing support for ISIS, but in a number of cases also included a view of the background behind the note. It was immediately noted that in some cases these backgrounds could be geolocated, revealing the position from which the photographs had been taken.\(^1\)

Bellingcat presented each image to their Twitter followers, numbering over 40,000 at the time, and asked them to attempt to geolocate each image. Quickly, a group of Twitter users began debating the images, and those users where able to identify the locations the photographs were taken from in Germany, France, the UK, and the Netherlands.

The end result was an ISIS social media campaign aimed at intimidating European populations being reported as an embarrassing failure in the main stream press in multiple countries. The speech the campaign was meant to be promoting was virtually forgotten in the reporting of the incident, and local police forces confirmed they were investigating the locations provided.

Crowdsourcing can also be used to cover a social media footprint. For example, in November 2015, during an anti-terror operation in Brussels, local citizens were asked not to share images of the ongoing operations. Many of the images taken by members of the public were being shared on social media with the hashtag #BrusselsLockdown and, in response to the request not to share images, social media users began to flood the hashtag with photographs of cats. This resulted in earlier photographs of police operations shared on the hashtag being drowned out by the sheer volume of cat photographs, as well as generating positive media coverage of the event.\(^1\) In response to the public’s impromptu social media campaign the Belgian federal police responded with a thank you on Twitter—A bowl of cat food with the caption “For all those cats who helped us yesterday... please!”\(^1\)

While not all open source investigation and research is suited to crowdsourcing or public involvement, this demonstrates that not only this technology is possible, but that there is also a growing community of people interested in open source

---

\(^{1}\)https://twitter.com/intelwire/status/734045412886228992.

\(^{14}\)https://www.bellingcat.com/news/mena/2016/05/22/isis-had-a-social-media-campaign-so-we-tracked-them-all-down/.

\(^{15}\)https://www.buzzfeed.com/stephaniemcneal/brussels-lockdown-cat-pictures?utm_term=.nk7qY56nK#.qybXjr0Ld.

\(^{16}\)https://twitter.com/FedPol_pers/status/668749104655302656.
investigation who are willing to give their free time to participate in crowdsourced projects, and that there are an increasing number of free and low cost tools available that empower those people to do so.

The open source investigation tool box is ever expanding, drawing on information from a growing number of social media and sharing platforms, which are themselves constantly filling with an ever increasing volume of content from the expanding global smart phone market. Sharing photographs rapidly expanded to sharing videos, and livestreaming video apps have become increasingly popular. Platforms such as Yomapic, WarWire, EchoSec, and others now offer low cost options for anyone to search for geo-tagged images and videos posted on social media sites allowing anyone to discover near real time images from the ground, an increasing feature on reporting of breaking news stories (see Chap. 10).

Not only is the situation on the ground changing, but so too is the situation above. More satellites are being launched each year increasing the amount of free satellite imagery on a variety of platforms, driving down prices of commercial satellite imagery. High resolution video from satellites will also become increasingly common, and the use of satellite imagery by investigators has become increasingly common.

With the new tools and resources available open source investigation has become an invaluable source of information to anyone investigating a huge range of topics and for a huge range of reasons. Recent years have seen human rights organisations, activists, and journalists adopting these new tools and resources, and it is already clear that open source investigation will become a key part of many investigators’ work whatever their background.

12.2 Conclusion

Whether individuals and organisations are ready for it or not, new opportunities and challenges presented by open source information from a variety of sources are something we must face now and in the future. The rapid spread of smart phone technology has put a camera in everyone’s pocket, allowing individuals to immediately share almost every waking moment of their existence. With an internet connection we can all access this information from anywhere in the world, so the challenge we face is understanding how this effects our work, and how we can use this information in our own work.

It should be understood that this vast volume of online open source information allows anyone, for better or for worse, to become an investigator. What they choose to investigate could range from war crimes in a far-away country, to SWAT teams on their doorstep, and awareness of this behaviour is crucial in so many different ways.

There are also many new tools being developed for those individuals and organisations in the public and private sphere that are aimed at aiding the process of open source investigation, be it for discovering information in the first place, or
organising the information that’s discovered in a more accessible fashion. This chapter has covered some of those tools, but this continues to be an ever-changing area, so engagement with these new developments can be very beneficial to anyone work in the area.
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Chapter 13
Use Cases and Best Practices for LEAs

Steve Ramwell, Tony Day and Helen Gibson

Abstract The dramatic increase in the use and proliferation of the internet over the last 15–20 years has seen increasingly large amounts of personal information made, not necessarily intentionally, available online. Consequently, law enforcement agencies have recognised they must open their eyes to this information and begin to use it to their advantage, especially since one of the key benefits of utilising open source information is that it is significantly less expensive to collect than other intelligence. This chapter illustrates how OSINT has become increasingly important to LEAs. It discusses how those carrying out open source intelligence investigation work online might best go about such a practice through the use of specific techniques and how an officer may protect themselves while carrying out such an investigation. It further presents exemplar case studies in how these best practices may, or already have been, exploited in order to bring about tangible results in real investigations.

13.1 Introduction

Open Source Intelligence is not a new phenomenon. Since the 1940s those working in intelligence have leveraged open sources to their advantage (Bradbury 2011). More than law enforcement agencies (LEAs), the military have led the field in realising the value of open source intelligence, the methods and techniques for obtaining it and exacting the benefits from it. BBC Monitoring (a worldwide news aggregator with translated content),¹ in one form or another, has existed since the start of the Second World War translating and examining foreign broadcasts, whilst during the Cold War both sides created vast repositories of open source information from print magazines, books and newspapers (Schaurer and Storger 2013).

¹http://www.bbc.co.uk/monitoring.
given the correct training, continued practice and up to date tools an investigator can usually find a user’s online footprint.

The bedrock of any investigation is the initial information provided to conduct such a search. This should be as comprehensive as possible. It is recommended that a document be designed by the investigator and provided to those seeking to use their skills. This ensures that all information is obtained where possible to the satisfaction of the investigator. It cannot be stressed enough how comprehensive this first information should be. Often nicknames, street names, schools, clubs, historic mobile numbers, associates and old email addresses are the key to locating a social profile or online presence as opposed to a simple name and date of birth. Indirect links by association can often prove to be the best method of finding persons.

Other factors to consider are the ethnicity and if known the geography that can be associated to any person being sought. Ethnicity can direct investigation towards social sites used by particular nations. The site VK\(^2\) is used by Russian nationals. To compound this 50–80% of global OSINT is not English. Furthermore we should have awareness of what the different social media sites are being used for and what can be accessed.

From experience it should be noted that as LEAs in the UK are now extensively working in partnership roles with local authorities, and therefore LEAs ask that the author of the request seeks any additional information from these partners. One final comment is to ensure that the request has a clear and defined objective. What is it that those who conduct the search and the investigation want to achieve?

The information being sought can best be described by use of the analogy “drilling for oil”. The oil field being the raw data on the internet being drilled for and extracted, then going through a series of refining processes until a pure clean product is produced. The vast majority of open source online research follows this process (see Chaps. 6 and 7).

An exception to this rule would be to create a plausible social profile and embed it within a geographic or specific crime group to monitor and extract information. This should not be entered into lightly as a considerable amount of backstop or history needs to be created. Often bank accounts are needed and mobile numbers that are active but untraceable are required, as is an address. This persona would not engage beyond making “friends”. It would only post generic comments or thoughts designed and constructed to be open questions or thoughts and not directed or focused on any person or group. The longer this account remains functional the better it will become at finding the product, as it becomes immersed into the social platform(s) with age. This style of profile requires significant dedication to maintain and remain plausible with constant checks on security and data leakage. Often the pitfalls surrounding these accounts are not the other users of the social platforms, but the software vendors themselves that monitor for unusual activity. Also legal and ethical considerations need to be taken into account (see Chaps. 17 and 18).

13.3 OSINT Best Practices for LEAs

On commencing an investigation there are four points of research to be examined. At least one of these MUST exist to have an enquiry. These are person, object, location and event (abbreviated to POLE) and can be referred to as the absolutes. From years of experience two other areas have been established to investigate: These are laziness and ego or LEgo, referred to as the exploitables (Fig. 13.1).

13.3.1 Absolutes

Intelligence obtained through any technique may be attributed in terms of the people, object, location and event (POLE) data model. This is of particular importance for law enforcement agencies to remain in-line with the guide for authorised professional practice from the UK College of Policing (College of Policing 2013). Furthermore, the usage of POLE has already started a discussion (TechUK 2014) around best practices and common standards for LEAs in the sharing of information between themselves and their partners identifying that it would be instructive if the UK Home Office mandated more best practices around data within LEAs. The emergence of the use of POLE has exemplified how this approach could be beneficial.

13.3.2 Exploitables

Individuals, especially if they know they are doing something wrong, will often make an effort to cover their tracks, which can be achieved in a number of ways which includes measures such as tightening their privacy settings or using an alternative name. That being said, human beings are fallible, even when trying to be
13.3.3 Information Auditing

An important but often time-consuming and cumbersome process when performing open source intelligence, is the need to audit each step of an investigation. Reasons for doing so may include legal obligation to process, identification of research gaps, and maintaining oversight into the depth of research, among others. Common to all of these cases is the need to actively choose and justify following any path in the intelligence gathering process, as without justification of potential relevance, there may be privacy and ethical complications (see Chaps. 17 and 18).

Auditing can be carried out in a number of ways. The most basic and obvious, though time consuming approach is to manually audit every step in a document or spreadsheet. In other words, to manually record each URL and media item that is accessed whilst gathering intelligence for a particular case—an approach which is error prone. Capturing such data through an automated process is straightforward and common practice. Generally, computer systems capture all or most user, application and system events in event logs or log files, but in more highly scaled environments, databases can be commonplace for this role.

Automatic screen recording on the other hand is less common, and is often a manual process carried out by the individual user. However, it is possible to provide screen recording capabilities through an automated process outside the control of the investigator. An approach that could perhaps become a standard model in law enforcement agencies or anywhere needing accountability.

Finally, the automatic capturing of specific text and media whilst the investigator carries out their investigation is also an important possibility. Such an approach could be a powerful way to combine the processing and analytical capabilities of an automated system with the oversight and direction of an investigative mind-set.

13.3.4 Strategic Data Acquisition

It is feasible in open source intelligence to gather wider, more strategic data, but restraint should also be used to avoid gathering too much or—more importantly—to ensure due process in justification carried out for legal and ethical reasons. Commonly, when the topic of web crawling is discussed, it is often assumed that the optimal approach is that utilised by search engine providers—to access links on a web page recursively. In doing so, it takes little time to become over-burdened with data, and especially data that may be completely irrelevant to the needs of the investigation. Not only does this approach produce too much noise, but it may also be considered as mass surveillance.

Storage, bandwidth and processing can be very expensive when big data starts to become involved, but these are not the only costs. Accessing data in search engines or social media sites from automated systems can often be impossible without circumventing their policies or technologies, an act in itself which can introduce
legal complications. Where it is possible, there are often charges incurred for the privilege. For instance, using the Bing search engine API (application programming interface) for web searches only, a package of up to 500,000 requests currently costs around $2000 per month.\footnote{https://datamarket.azure.com/dataset/bing/search.} While other APIs such as Twitter’s REST API are limited to a 15 requests per 15 min window for request pages of individual user posts\footnote{https://dev.twitter.com/rest/public/rate-limits.} (see also Part 2 on methods and tools).

Where the investigation is interested in more general data, it makes sense to crawl specific start points related to the target information to a particular depth. Depth in crawling considers how many links the crawler will access recursively. Monitoring sources can be useful in a more strategic context. This consists of regularly revisiting particular web pages looking for changes or links to new unseen web pages.

### 13.3.5 OSINT Pitfalls

#### 13.3.5.1 Leakage

The use of online tools that aid the investigator with finding, decoding or enriching data could be potential sources of leakage or social engineering. It is not inconceivable that there are seemingly secure and useful online tools to aid the investigator that in turn could be assisting the investigated by way of alerting them. Also, it is possible that once data has been obtained by a third party service, it could then be exploited in a manner that could compromise any investigation. As a result of these possibilities, the investigator must consider information leakage by way of ensuring that, where possible, confidential or critical data is not unintentionally provided to an unverified third party.

A run of the mill example of this is the situation in which an investigator provides an image to a third party forum or web application in order to extract exchangeable image file format (EXIF) data such as geolocation, when there are many offline tools that will do a similar job. Once the image is uploaded, it is unclear to the investigator how this image may then be used.

#### 13.3.5.2 Anonymization

Whilst it is a popular issue that criminals often exploit the availability of online anonymization technologies to cover their tracks, the same should be true for the open source intelligence investigator.
The internet protocol (IP) address, which identifies the distinct identity of the source and target of an internet request, can be and almost always is tracked by web applications such as social networks. Combining this identity with multiple instances of unusual social network behaviour—where carrying out investigative activities is unusual when compared with the behaviour patterns of average users—may lead to the compromising of the investigation, or possible refused access to the server through account or IP address blacklisting.

Owing to this apparent vulnerability on the part of the investigator, it may be necessary to take extra steps in order to protect their online identity and to do so in a manner that is easily configurable. For instance, allowing them to switch IP addresses on a regular basis in order to keep the traces for individual investigations isolated from one another. Hiding the source IP address can be achieved through the use of web proxies which simply mask the address, VPNs which route and encrypt requests via an intermediary destination and anonymity or onion networks such as TOR, which not only encrypts the request but also scrambles its route from source to target through various randomly allocated intermediary locations.

13.3.5.3 Crowd-Sourcing and Vigilantism

The growing popularity of the crowd-sourcing movement also has roots in OSINT with multiple people coming together using open source data to attempt to investigate or solve a problem or crime (see Chap. 12). However, in the past crowd-sourcing has also spilled over into vigilantism with a number of catastrophic effects. The large crowd-sourcing effort surrounding the Boston Marathon exemplified a number of these problems. First, a number of completely innocent people were incorrectly identified as potential suspects causing emotional pain and suffering to themselves and their families (Lee 2013). Furthermore, the number of incorrectly identified suspects actually caused the FBI to go public with the names and images of the Tsarnaev brothers earlier than they would normally, simply to stem the flow of people being wrongly targeted (Montgomery et al. 2013). While this is less of an issue for an individual investigator, LEAs should be aware of the consequences of how these crowd-sourced campaigns can spring up and impact on their own investigations.

13.3.5.4 Corrupting the Chain of Evidence

All data collected and the means of its collection, even open source data, must not contravene the European Convention on Human Rights (ECHR) and, in particular, Article 8 which protects a person’s right to privacy. Moreover, in the UK, this is

---

observations on an associate’s addresses at a significant cost, which did not result in the obtaining of the required information. In order to move the investigation forwards, help was then sought from an internet investigation unit known as the “Technology Intelligence Unit” (TIU).

Within two hours the TIU located FL on the Facebook social media site. Owing to the personal security setting used by FL his Facebook site revealed little public information. Furthermore, FL exposed little personal information meaning the team could have reached a dead end. However, postings made onto the account by another person disclosed a previously unknown girlfriend, RB who was an active member on social media at the time of viewing. The social media account of RB had little or no privacy settings enabled and displayed images of both her and FL on a beach. Through supplementary research on the account it was established that the location of the beach was in Cornwall, UK. It was further revealed that she had an infant. Additionally, images of her accommodation in the East Midlands were provided.

The consequence of these discoveries was the following positive outcomes. First, the fact that FL was not in the area for which the force was responsible allowed the specialist teams to be stood down saving significant costs. Secondly, research of RB on publicly available data sites offered several potential residential addresses where she may have been residing. These were all compared using Google Street View against an image posted on her social media site. From this image it was possible to identify the exact address of RB. All this information was provided in a readable chronological format to the investigating team. FL was subsequently arrested at RB’s address in a safe and controlled manner.

This success illustrates the use of the absolute POLE points: both the person and the location were identified. Then further research using the exploitables LEgo showed the images of them posing for a selfie image on a beach in Cornwall and the image of her property.

The fact that the TIU information provided a known location also allowed the investigating team the opportunity for other tactics to be deployed in detaining FL.

13.4.2 Locating Wanted People Through Social Media

An individual, known as KS, was wanted on a Crown Court bench warrant, i.e., an order, within UK law, from the court directing that the person be arrested.

He had been sought for over three months by two different police forces, but the investigation had continued without much success. More than eight police officers had conducted research doing both house to house and council visits in order to try to locate the whereabouts of KS. These actions had amounted to a significant use of police time and costs that could be better used in matters of a greater priority. The TIU was tasked with seeing if they could help in identifying his location, and consequently he was arrested within one hour!
13.4.4 Proactive Investigation Following a Terrorist Attack

On the afternoon of 22nd May 2013 the British soldier fusilier Lee Rigby was run down and hacked to death by Michael Adebolajo and Michael Adebowale in broad daylight outside barracks in London. Both killers were identified as being British of Nigerian descent, raised as Christians and converts to Islam. The killers made no attempt to leave the scene of the attack, and it was rapidly broadcast on media platforms globally.

This crime was being monitored by the TIU in case of any reaction that required police intervention locally. During the course of this monitoring, online activity was noted on the social media platform Tweetdeck, which is a dashboard application that facilitates the monitoring of Twitter in a more accessible way than through the Twitter web interface directly. This showed a posting by an online Australian news group who claimed to have had communication with a friend of one of the people responsible for the murder: Michael Adebolajo. The webpage was inspected and a full page article was online which named this friend as Abu Nusaybah. His real name is Ibrahim Hassan. Following this claim, Twitter was searched by a member of the TIU and an account was found for Abu Nusaybah. Details from the account and other information was captured.

The TIU also tried to search Facebook, but found no account. However, using the profile image posted to the Twitter account of Nusaybah, a Google image search was conducted. This revealed a cached web page of the Facebook account for Nusaybah. Through the further inspection of this page the TIU were able to uncover videos, images, postings and friends of Nusaybah, which were all captured and utilised in further investigations. In particular, the TIU identified that the videos contained material which contravened the terrorism laws of the United Kingdom. All this information was rapidly provided to partner agencies. Nusaybah was arrested two days after the Woolwich murder and moments after giving an interview to BBC Newsnight about his friend. He was subsequently jailed after admitting two terror charges for posting lectures by fanatical Islamists online and encouraging terrorism.

The data collected was all obtained using open source tactics and the case provides a good example of the LEgo exploitables as it was an individual’s ego that allowed rapid identification and collection of intelligence. In addition, in contrast to the previous examples, it shows how OSINT can be employed not only when there is a specific initial target, as in the previous four cases, but also when there is a suspicion or an expectation that criminal activity may take place. In this case, the TIU began with a proactive investigation by monitoring information posted to social media in the aftermath of the attack rather than participating in an already ongoing investigation into a specific individual.

---

9https://tweetdeck.twitter.com/.
13.5 Going Undercover on Social Media

The information obtained in the above use cases was only gathered through the monitoring of profiles without actually interfering or interacting with them on social media. The usage and befriending of those suspected of criminal activity on social media sites by those in law enforcement can be seen to walk the line between ethical and unethical practice and, at least in the United Kingdom, is governed strictly with the use of non-attributable computers and logging of how and when the profile is in use (Association of Chief Police Officers 2013; HMIC 2014; Tickle 2012; see also Chaps. 17 and 18). However, there are numerous examples of police, especially in the U.S., going undercover on Facebook to get closer to the criminals they are trying to catch.

For example, Officer Michael Rodrigues (Yaniv 2012) made friends with numerous members of a gang associated with burglaries in Brooklyn. He was then able to know when they were planning their next ‘job’ as they talked of it openly on Facebook as well as seeing the images they posted afterwards of the items that had been stolen. Again, this highlights the LEgo principle: The members were too lazy and also perhaps too egotistical to vet those requesting to be their friend on Facebook, and they wanted show off about the items they had managed to steal.

Similar undercover work has existed previously with it being common for officers to enter chat rooms (Martellozzo 2015) pretending to be young children in order to get the attention of sex offenders (Tickle 2012) or by infiltrating forums that facilitate the exchange of images (CEOP 2008). This work has also now extended to social networks, which due to their popularity amongst young people, provide an opportunity for child sexual grooming (Hope 2013), but also for officers to go undercover on such sites and catch potential offenders themselves (Silk 2015). While these tactics are not unlawful per se, LEAs need to very careful that they do not overstep the line between legitimately creating an opportunity for others to commit crime and unlawful entrapment/incitement (see Chaps. 17 and 18).

13.6 Conclusions

This chapter has explored how Open Source Intelligence is changing the way that law enforcement conduct their investigations. We discussed how those carrying out open source intelligence investigation work online might best go about such a practice through the use of specific techniques and how an officer may protect themselves while carrying out such an investigation. The second half of the chapter then went on to present some exemplar case studies in how these best practices may, or already have been, exploited in order to bring about tangible results in real investigations.
(Wall 2007; 2005) and Nykodym et al. (2005) discussed that cyberspace possess four unique features called ‘transformative keys’ for criminals to commit crimes:

1. Globalization, which provides offenders with new opportunities to exceed conventional boundaries
2. Distributed networks, which create new opportunities for victimization
3. Synopticism and Panopticism, which enable surveillance capability on victims remotely
4. Data trails, which may allow new opportunities for criminals to commit identity theft

In addition to the above, Hobbs et al. (2014) claim that one of the main trends of the recent years’ internet development is that “connection to the Internet may be a very risky endeavour.”

As well as the epidemic use and advancement of mobile communication technology, the use of open sources propagates the fields of intelligence, politics and business (Hobbs et al. 2014). Whilst traditional sources and information channels (news outlets, databases, encyclopedias, etc.) have been forced to adapt to the new virtual space to maintain their presence, many ‘new’ media sources (especially from social media) disseminate large amounts of user-generated content that has subsequently reshaped the information landscape. Examples of the scale of user-generated information include the 500 million Tweets per day on Twitter and the 98 million daily blog posts on Tumblr (Hobbs et al. 2014) as well as millions of individual personal Facebook pages. With the evolution of the information landscape, it has been essential that law enforcement agencies now harvest relevant content through investigations and regulated surveillance, to prevent and detect terrorist activities (Koops et al. 2013).

As has been considered in earlier chapters the term Open Source Intelligence (OSINT) emanates from national security services and law enforcement agencies (Kapow Software 2013). OSINT for our purposes here is predominantly defined as, “the scanning, finding, collecting, extracting, utilizing, validation, analysis, and sharing intelligence with intelligence-seeking consumers of open sources and publicly available data from unclassified, non-secret sources” (Fleisher 2008; Koops et al. 2013). OSINT encompasses various public sources such as academic publications (research papers, conference publications, etc.), media sources (newspaper, radio channels, television, etc.), web content (websites, social media, etc.), and public data (open government documents, public companies announcements, etc.) (Chauhan and Panda 2015a, b).

OSINT was traditionally described by searching publicly available published sources (Burwell 2004) such as books, journals, magazines, pamphlets, reports and the like. This is often referred to literature intelligence or LITINT (Clark 2004). However, the rapid growth of digital media sources throughout the web and public communication airwaves have enlarged the scope of Open Source activities (Boncella 2003). Since there are diverse public online sources from which we can collect intelligence, this type of OSINT is described as WEBINT by many authors.
The current chapter aims to present an in-depth review of the role of OSINT in cyber security context. Cybercrime and its related applications are explored such as the concepts of the Deep and Dark Web, anonymity and cyber-attacks. Further, it will review OSINT collection and analysis tools and techniques with a glance at related works as main parts of its contribution. Finally, these related works are articulated alongside the cyber threat domain and its open sources to establish a ‘big picture’ of this topic.

14.2 The Importance of OSINT with a View on Cyber Security

Increases in the quantity and type of challenges for contemporary, national security, intelligence, law enforcement and security practitioners have sped up the use of open sources in the internet to help draw out a more cohesive picture of people, entities and activities (Appel 2011; also Chaps. 2, 3, 12 and 13). A recent PWC\(^1\) American Survey (2015) entitled “Key findings from the 2015 US State of Cybercrime Survey” from more than 500 executives of US businesses, law enforcement services and government agencies articulates that “cybercrime continues to make headlines and cause headaches among business executives.” 76% of cyber-security leaders said they are more concerned about cyber threats this year: “Cybersecurity incidents are not only increasing in number, they are also becoming progressively destructive and target a broadening array of information and attack vectors” (PWC 2015).

In a report of the U.S. Office of Homeland Security, critical mission areas, wherein the adoption of OSINT is vital, include general-intelligence, advanced warnings, domestic counter-terrorism, protecting critical infrastructure (including cyberspace), defending against catastrophic terrorism and emergency preparedness and response (Chen et al. 2012). Therefore, intelligence, security and public safety agencies are gathering large volumes of data from multiple sources, including the criminal records of terrorism incidents and from cyber security threats (Chen et al. 2012).

Glassman and Kang (2012) discussed OSINT as the output of changing human–information relationships resulting from the emergence and growing dominance of the World Wide Web in everyday life. Socially inappropriate behaviour has been detected in Web sites, blogs and online-communities of all kinds “from child exploitation to fraud, extremism, radicalisation, harassment, identity theft, and private-information leaks.” Identity theft and the distribution of illegally “copied films, TV shows, music, software, and hardware designs are good examples of how the Internet has magnified the impact of crime” (Hobbs et al. 2014).

\(^1\)PricewaterhouseCoopers.
Cyber-attacks are increasingly being considered to be of the utmost severity for national security. Such attacks disrupt legitimate network operations and include deliberate detrimental effects towards network devices, overloading a network and denying services to a network to legitimate users. An attacker may also exploit loop holes, bugs, and misconfigurations in software services to disrupt normal network activities (Hoque et al. 2014).

The attacker’s goal is to perform reconnaissance by restraining the power of freely available information extracted using different intelligence gathering ways before executing a targeted attack (Enbody and Sood 2014). Meanwhile, “secrecy” is a key part of any organized cyber-attack. Actions can be hidden behind a mask of anonymity varying from the use of ubiquitous cyber-cafes to sophisticated efforts to covert internet routing (Govil and Govil 2007). Cyber-criminals exploit opportunities for anonymity and disguise over web-based communication to navigate malicious activities such as phishing, spamming, blackmail, identity theft and drug trafficking (Gottschalk et al. 2011; Igbal et al. 2012). Network security tools facilitate network attackers in addition to network defenders in recognizing network vulnerabilities and collecting site statistics. Network attackers attempt to identify security breaches based on common services open on a host gathering relevant information for launching a successful attack.

Kshetri (2005) classified cyber-attacks into two types: targeted and opportunistic attacks. In targeted attacks specific tools are applied against specific cyber targets, which makes this type more dangerous than the other one. Opportunistic attacks entail the disseminating of worms and viruses deploying indiscriminately across the internet (Hoqu et al. 2014). Figure 14.2 provides a taxonomy of cyber-crime types (what) with their motives (why) and the tools to commit them (how).

To counter the ability of organized cyber-crime to operate remotely through untraceable accounts and compromised computers and fighting against online crime gangs it is therefore essential to supply tools to LEAs and actors in national security for the detection, classification and defence from various types of attacks (Simmons et al. 2014).

### 14.4 Cyber-Crime Investigations

#### 14.4.1 Approaches, Methods and Techniques

Current information professionals draw from a variety of methods for organizing open sources including but not limited to web-link analysis, metrics, scanning methods, source mapping, text mining, ontology creation, blog analysis and pattern recognition methods. Algorithms are developed using computational topology, hyper-graphs, social network analysis (SNA), Knowledge Discovery and Data Mining (KDD), agent based simulations, dynamic information systems analysis, amongst others (Brantingham 2011).
Fig. 14.2 Cyber Crime types: Which-Why-How (Type, Motives, Committing Tools and techs)
### Table 14.1 Tools for the collection, storage and classification of open source data

<table>
<thead>
<tr>
<th>Tools purpose</th>
<th>Application/description of tool(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data encoding</strong></td>
<td>The term <em>encoding</em> refers to the process of putting a sequence of characters into a special format for transmission or storage purposes. In a web environment, relevant datasets are recovered from data services available either locally or globally on the internet. Depending on the service and the type of information, data can be presented in different formats. Modelling platforms are required to interact with a mixture of data formats including plain text, markup languages and binary files (Vitolo et al. 2015; Webopedia.com n.d.). <em>Examples:</em> The Geoinformatics for Geochemistry System (database web services adopting plain text format), base 64online Encoder, XML encoder</td>
</tr>
<tr>
<td><strong>Data acquisition</strong></td>
<td>The automatic collection of data from various sources (e.g., sensors and readers in a factory, laboratory, medical or scientific environment). Data acquisition has usually been conducted via data access points and web links such as http or ftp pages, but required periodical updates. Using a catalogue allows a screening of available data sources before their acquisition (Ames et al. 2012; Vitolo et al. 2015). <em>Examples:</em> Meta-data catalogues</td>
</tr>
<tr>
<td><strong>Data provenance</strong></td>
<td>This term is used to refer to the process of tracing and recording the origins of data and its movement between databases. Behind the concept of provenance is the dynamic nature of data. Instead of creating different copies of the same dataset, it is important to keep track of changes and store a record of the process that led to the current state. Data provenance can, in this way, guarantee reliability of data and reproducibility of results. Provenance is now an increasingly important issue in scientific databases, where it is central to the validation of data for inspecting and verifying quality, usability and reliability of data (particularly in Semantic Web Services) (Buneman et al. 2000; Szomszor and Moreau 2003; Tilmes et al. 2010; Vitolo et al. 2015). <em>Examples:</em> Distributed version Control Systems such as Git, Mercurial</td>
</tr>
<tr>
<td><strong>Data storage</strong></td>
<td>This term refers to the practice of storing electronic data with a third party service accessed via the internet. It is an alternative to traditional local storage (e.g., disk or tape drives) and portable storage (e.g., optical media or flash drives). It can also be called ‘hosted storage’, ‘internet storage’ or ‘cloud storage’. Relational databases (DB) are currently the best choice in storing and sharing data (Vitolo et al. 2015; Webopedia.com n.d.). <em>Examples:</em> Postgre SQL, MySQL, Oracle, NoSQL</td>
</tr>
</tbody>
</table>

(continued)
OSINT in the Context of Cyber-Security

Table 14.1 (continued)

<table>
<thead>
<tr>
<th>Tools purpose</th>
<th>Application/description of tool(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data curation</td>
<td>Data curation is aimed at data discovery and retrieval, data quality assurance, value addition, reuse and preservation over time. It involves selection and appraisal by creators and archivists; evolving provision of intellectual access; redundant storage; data transformations. Data curation is critical for scientific data digitization, sharing, integration, and use (Dou et al. 2012; Webopedia.com n.d.). Examples: Data warehouses, Data marts, Data Management Plan tools (DMPTool)(^b)</td>
</tr>
<tr>
<td>Data visualization (and interaction)</td>
<td>This term refers to the presentation of data in a pictorial or graphical format (e.g., creating tables, images, diagrams and other intuitive ways to understand data). Interactive data visualization goes a step further: moving beyond the display of static graphics and spreadsheets to using computers and mobile devices to drill down into charts and graphs for more details, and interactively (and immediately) changing what data you see and how it is processed (Vitolo et al. 2015; Webopedia.com n.d.). Examples: Poly Maps, NodeBox, FF Chartwell, SAS visual Analytics, Google Map</td>
</tr>
</tbody>
</table>

\(^a\)Distributed version control systems have been designed to ease the traceability of changes, in documents, codes, plain text data sets and more recently geospatial contents.  
\(^b\)DMPT tools create ready-to-use data management plans for specific funding agencies to meet funder requirements for data management plans, get step-by-step instructions and guidance for your data and learn about resources and services available at your institution to help fulfill the data management requirements of your grant.

OSINT analytic tools provide frameworks for data mining techniques to analyse data, visualize patterns and offer analytical models to recognize and react to identify patterns. These tools should combine/unify indispensable features and contain integrated algorithms and methods supporting the typical data mining techniques, entailing (but not limited to) classification, regression, association and item-set mining, similarity and correlation as well as neural networks (Harvey 2012). Such analytics tools are software products which provide predictive and prescriptive analytics applications, some running on big open sources computing platforms, commonly parallel processing systems based on clusters of commodity servers, scalable distributed storage and technologies such as Hadoop and NoSQL databases. The tools are designed to empower users rapidly to analyse large amounts of data (Loshin 2015). The most predominant tools and techniques for OSINT collection and storage are summaries in Table 14.1.

14.4.2 Detection and Prevention of Cyber Threats

Techniques to make use of open sources involve a number of specific disciplines including statistics, data mining, machine learning, neural networks, social network
analysis, signal processing, pattern recognition, optimization methods and visualization approaches (Chen and Zhang 2014; also Chapters in Part 2 of this book).

Gottschalk et al. (2011) presented a four-stage growth model for Knowledge Discovery to support investigations and the prevention of white-collar crime in business organizations (Gottschalk 2010). The four stages are labelled:

1. Investigator-to-technology
2. Investigator-to-investigator
3. Investigator-to-information
4. Investigator-to-application

Through the proper exercise of knowledge, such processes can assist in problem solving. This four-part system attempts to validate the conclusions by finding evidence to support them. In law enforcement this is an important system feature as evidence determines whether a person is charged or not for a crime (Gottschalk et al. 2011) and the extent to which proceedings against them will succeed (see Chaps. 17 and 18).

Lindelauf et al. (2011) investigated the structural position of covert criminal networks using the secrecy versus information trade-off characterization of covert networks to identify criminal networks topologies. They applied this technique on evidence for the investigation of Jemaah Islamiyah’s Bali bombing as well as heroin distribution networks in New York. Danowski (2011) developed a methodology combining text analysis and social network analysis for locating individuals in discussion forums, who have highly similar semantic networks based on watch-list members’ observed message content or based on other standards such as radical content extracted from messages they disseminate on the internet. In the domain of countering cyber terrorism and inciting violence Danowski used a Pakistani discussion forum with diverse content to extract intelligence of illegal behaviour. Igbal et al. (2013) presented a unified data mining solution to address the problem of authorship analysis in anonymous textual communications such as spamming and spreading malware and to model the writing style of suspects in the context of cyber-criminal behaviour.

Brantingham (2011) offered a comprehensive computational framework for co-offending network mining, which combines formal data modelling with data mining of large crime and terrorism data sets “aimed towards identifying common and useful patterns”. Petersen et al. (2011) proposed a node removal algorithm in the context of cyber-terrorism to remove key nodes of a terrorism network. Fallah (2010) proposed a puzzle-based strategy of game theory using the solution concept of the Nash Equilibrium to handle sophisticated DoS attack scenarios. Chonka et al. (2011) offered a solution through Cloud TraceBack (CTB) to find the source of DoS attacks and introduced the use of a back propagation neutral network, called Cloud

---

3White-collar crime is financial crime committed by upper class members of society for personal or organizational gain. White-collar criminals are individuals who tend to be wealthy, highly educated, and socially connected, and they are typically employed by and in legitimate organizations.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Network attacks (intrusion detection)</td>
<td>He and Karabatis (2012)</td>
<td>Using an Automatic Semantic Network with two layers: first mode and second mode networks. The first mode network identifies relevant attacks based on similarity measures; the second mode network is modified based on the first mode and adjusts it by adding domain expertise. Available from: Selected data from the KDD CUP 99 data set made available at the Third International Knowledge Discovery and Data Mining Tools Competition.</td>
</tr>
<tr>
<td>Optimization methods (based on game theory)</td>
<td>Preventing DDoS attacks</td>
<td>Spyridopoulos et al. (2013) Making a two-player, one-shot, non-cooperative, zero-sum game in which the attacker’s purpose is to find the optimal configuration parameters for the attack in order to cause maximum service disruption with the minimum cost. This model attempts to explore the interaction between an attacker and a defender during a DDoS attack scenario. Available from: A series of experiments based on the Network Simulator (ns-2) using the dumbbell network topology.</td>
</tr>
<tr>
<td>Trust management and DoS attacks</td>
<td>Li et al. (2009)</td>
<td>Proposing a defence technique using two trust management systems (Key Note and Trust Builder) and credential caching. In their two player zero-sum game model, the attacker tries to deprive as much resources as possible, while the defender tries to identify the attacker as quickly as possible. Available from: KeyNote (open-source library for the KeyNote trust management system) as an example to demonstrate that a DoS attack can easily paralyze a trust management server.</td>
</tr>
<tr>
<td>Cyber terrorism</td>
<td>Matusitz (2009)</td>
<td>A model combining game theory and social network theory to model how cyber-terrorism works to analyse the battle between computer security experts and cyberterrorists; all players wish the outcome to be as positive or rewarding as possible.</td>
</tr>
</tbody>
</table>
Protector, which was trained to detect and filter against such attack traffic. Mukhopadhyay et al. (2013) suggested a Copula-aided Bayesian Belief Network (CBBN) to assess and to quantify cyber-risk and cyber vulnerability assessment (CVA).

In summary, the field of computational criminology includes a wide range of computational techniques to identify:

1. Patterns and emerging trends
2. Crime generators and crime attractors
3. Terrorist, organized crime and gang social and spatial networks
4. Co-offending networks

Current models and methods are summarized Table 14.2 according to providing cyber-crime types (which), author (who), methodology (how) and open sources used for testing.

While many approaches seem to be helpful for cyber-crime investigation, existing literature suggests that social network analysis (SNA), data mining, text analysis, correlational studies and optimization methods specifically with focus on big data analysis of open sources are the most practical techniques to aid
practitioners and security and forensic agencies. Currently available techniques can be categorized in a schematic diagram such as Fig. 14.3.

14.5 Conclusions

The impact of cyber-crime has necessitated intelligence and law enforcement agencies across the world to tackle cyber threats. All sectors are now facing similar dilemmas of how to best mitigate against cyber-crime and how to promote security effectively to people and organizations (Jahankhani et al. 2014; Staniforth 2014). Extracting unique and high value intelligence by harvesting public records to create a comprehensive profile of certain targets is emerging rapidly as an important means for the intelligence community (Bradbury 2011; Steele 2006). As the amount of available open sources rapidly increases, countering cyber-crime increasingly depends upon advanced software tools and techniques to collect and process the information in an effective and efficient manner (Kock Wiil et al. 2011).

This chapter reviewed current efforts of employing open source data for cyber-criminal investigations. Figure 14.4 provides a summary of the findings in the form of an integrative Cybercrime Investigation Framework.

References

Agarwal VK, Garg SK, Kapil M, Sinha D (2014) Cyber crime investigations in India: rendering knowledge from the past to address the future. ICT and critical infrastructure: proceedings of
Google 2014 Learn about Sitemaps. ps://support.google.com/webmasters/answer/156184?hl=en


Chapter 15
Combatting Cybercrime and Sexual Exploitation of Children: An Open Source Toolkit

Elisavet Charalambous, Dimitrios Kavallieros, Ben Brewster, George Leventakis, Nikolaos Koutras and George Papalexandratos

Abstract This chapter presents the UINFC2 “Engaging Users in preventing and fighting Cybercrime” software platform, showcasing how software tools designed to detect, collect, analyse, categorise and correlate information that is publically available online, can be used to enable and enhance the reporting, detection and removal capabilities of law enforcement and hotlines in response to cybercrimes and crimes associated with the sexual exploitation of children. It further discusses the social, economic and wider impact of cybercrime on a European and global scale, highlighting a number of challenges it poses to modern society before moving on to discuss the specific challenge posed by the proliferation of online child exploitation material and discussing the functionalities of the UINFC2 system as a response mechanism.

15.1 Introduction

Alongside the threat posed by traditional forms of organised crime and terrorism, cybercrime has developed into a primary security challenge across the EU as a result of the potentially massive financial implications resulting from security breaches and the inherently cross border nature of attacks. The formation and prominence of the European Cybercrime Centre (EC3) and other dedicated cybercrime units across national and regional police forces in recent years further demonstrates the scale and significance of the challenge that cybercrime poses to European society as a whole. In addition to penetrating the everyday lives of
citizens, the day-to-day operations of business and the management of critical national infrastructure, the expansion in the use of the internet as an enabler, and in some cases a dependent vector, for crime has also continued at a rapid pace. Existing forms of serious and organized crime including the trade and supply of weapons and drugs, and financial crime have moved online whilst the internet has become the de facto mechanism for the dissemination of illegal and indecent content related to the sexual exploitation of children (European Commission 2015).

Child Sexual Exploitation (CSE) is so defined by directive 2011/93/EU of the European Parliament on combating the sexual abuse and sexual exploitation of children, and the creation and dissemination of child pornography (European Parliament 2011). Under this definition, CSE consolidates around 20 criminal offences including, but not limited to, the direct sexual abuse of children such as engaging in sexual activities with a person under the age of legal consent, the sexual exploitation and coercion of children to engage in prostitution or the creation of child pornography, the possession, access or distribution of child pornography and the online solicitation of children for the purposes of engaging in sexual acts. Europol distil this definition further, referring to CSE as a crime within which perpetrators engage in sexual activity or sexual contact with a minor, thereby violating established legal and moral codes with respect to sexual behaviour (Europol 2015). In subsequent sections of this chapter we will outline in more detail the scale and nature of the problem of online CSE before focusing primarily on article 5 of directive 2011/93/EU and offences related to child pornography, particularly in the development of a novel system to detect and assist in the removal of illegal content using natural language processing and web crawling techniques—The UINFC2 Platform. Although the directive itself refers to ‘child pornography’ this suitability of this term in particular is somewhat disputed as ‘pornography’ itself is used to define consented sexual activity between adults whereas children do not, and legally cannot, give consent and are such the victims of crime (Kettleborough 2015). Instead, we refer to content that depicts the exploitation of children as ‘child sexual abuse images’ in order truly reflect the nature and gravitas of the crimes that are being discussed (INTERPOL n.d.).

15.2 The Extended Impact of Cybercrime

With the continued growth of internet use and its penetration across different aspects of people’s daily lives, both professionally and socially, the internet has become a hotbed for crime that not only relies on the particulars of the online environment (cyber-dependant crime), but also for further enabling existing forms of criminality, such as trafficking and the trade in illegal goods and services, crimes for which the internet acts as a means to extend the scope and reach of such activity (cyber-enabled crime). Online crime, whether ‘dependant’ or further ‘enabled’ by the opportunities afforded through the internet provides those acting online with tools that enable increased levels of anonymity, invisibility and scope. Combining
and contained within the metadata associated with media content (Rutgaizer et al. 2012; Westlake et al. 2012).

Among the challenges that law enforcement practitioners face in the fight against child exploitation, one can identify the lack of legal tools and cooperation, the use of advanced hiding techniques and improving measures to manage the ever increasing amounts of forensic data as some of the most prominent that we face today. These challenges are further complicated and enhanced by the transnational, trans-jurisdictional nature of cybercrime in general, as in many instances the involved victims, offenders and communication vectors exist across different countries and jurisdictional boundaries, providing barriers to identification, investigation and prosecution. Unfortunately, this does not take place within a stagnant environment, instead tools and behaviours change alongside social and technological trends. For example, current tendencies toward using encrypted communication and privacy enhancing services such as ‘Tor’, in order to avoid known surveillance methods used by law enforcement and intelligence agencies, continue to challenge existing crime prevention and response techniques. Analysts and officers are increasingly faced with vast amounts of data to resolve, and as hard disk capacities regularly exceed several terabytes, the time and resources needed to investigate and forensically analyse data has risen steeply.

Despite the prominence of these challenges, positive steps are being taken at regional, national and now international levels to improve the rate of cybercrime and CSE reporting at both an individual citizen level. Provision of online reporting mechanisms, such as those provided by organisations like Inhope and proposals by international law enforcement (i.e. Europol and Interpol) to facilitate the fusion of information from across member states, and beyond, considering information from open-sources and other closed mediums demonstrate the value in current research efforts into stakeholder engagement in cybercrime and online child exploitation reporting approaches, such as those undertaken by the UINFC2 project. This value is demonstrated especially when considering the challenges and barriers that still exist to the effective reporting and coordination of information, such as low levels of citizen and private sector engagement because of awareness levels, privacy and reputational fears, lack of consistency in the information being acquired in different member states, differences in the way information is being used and stored, and low levels of information sharing between nations and the agencies within them (see Chap. 10 for further details on OSINT tools).

### 15.4 The Role of OSINT

Publicly accessible information capable of generating knowledge is commonly referred to as Open Source Intelligence (OSINT). OSINT, in its many guises has been discussed and defined in earlier chapters (e.g., Chaps. 12–14). Here, we will take forward the loose definition of using and analysing data that is freely available online in order to aid investigators in developing new, or expanding the scope of
existing, insights relevant to efforts proactively targeting the removal of illegal content, or in the development of intelligence products to assist in other processes.

Spanning the era of social media, the average internet user maintains profiles across multiple platforms. This, in conjunction with the fact that a large number of social media platforms and networks are available, each targeting a different audience and using different communication models, contain information about and from hundreds of millions of people, providing data that may be used, alongside traditional methods and closed intelligence sources, to combat crime. As a result, the desire for tools capable of gathering publicly accessible information from open websites, forums and social media platforms has continued at a vociferous pace. Such tools aid the gathering, correlation and analysis of information such as images, videos and textual descriptions as well as the metadata associated with the aforementioned media file types.

Metadata (i.e. information that assists the payload of a file or a document) can be used to reveal information of great value to businesses looking to learn more about their customers, or by law enforcement looking to learn more about nominals and other persons of interest. In its simplest form, analysis of this sort of content might be used to detect market trends or to reveal behavioural and purchasing habits of customers for marketing purposes. Metadata can also be used to tell the story behind one’s actions as well as the characteristics of their personal preferences. Owing to its open nature the utilisation of this potentially revealing data, is not limited to law enforcement, with phishing and social engineering attacks now regularly making use of information individuals freely post online to exploit human security vulnerabilities. Every online action, even those not involving the conscious sharing of information, leaves behind a trace which may be used for a number of malicious purposes. Website visitation leaves the users trace on the hosting server, while sending an email may embed information related to the user’s IP address, the transport path from the sender to the receiver, information about the emailing client used along with its version or even the user’s login id; information most would think twice before consciously sharing.

The internet itself is a network of networks, connecting millions of computing devices and performing information interchange throughout the world (Kurose 2005). Routing information is not only stored on network components but also on the end devices (source and sink). Multiple, existing, open-source tools can represent jigsaw pieces which, when put together, can form a snapshot of our internet persona. Computer Forensics science deals with the preservation, identification, extraction and documentation of computer evidence. The latest statistic showed that 5973 TB of data was processed in Fiscal Year (FY) 2013, a 40 % increase on FY 2011 (U.S. Department of Justice 2013). Many studies continue to investigate new, improved and novel methods to be used in data and network forensics (Arthur and Venter 2004; Geiger 2005; Lalla and Flowerday 2010; Meghanathan et al. 2010), however, there is still the need for advanced OSINT forensic tools to develop investigators capacity and capability to find and interrogate specific information pertinent to investigations (see also Chaps. 6 and 7).
Currently, this capacity is lagging behind that of offenders, meaning that law enforcement struggles to keep pace with the proliferation of crime and the means used by the individuals and groups committing it. Towards enhancing this, the UINFC2 platform has been developed and foresees use by law enforcement and hotlines for the efficient and effective identification of criminal activity in an effort to minimize the impact of cybercrime and the proactive detection of illegal networks of activity.

15.5 The UINFC2 Approach

The primary aim of the UINFC2 platform is to utilize information available in reports made by citizens as well as publicly available intelligence, through the means of web crawling, to assist report handling and management by hotlines and law enforcement. The project assists citizen reporting with the implementation of a cybercrime taxonomy, linking the different areas of cybercrime with easy to understand questions designed to extract the information needed to remove illicit content and pursue those perpetrating crime.

The UINFC2 platform supports three different types of internal users, administrators, law enforcement and hotlines. Due to the different nature of the organisations, LEAs and hotlines use different installations of the platform isolated from each other and equipped with different features appropriate to imposed legislation and investigative powers. The platform itself implements two distinct components, the first is aimed at citizens to improve the reporting of incidents whilst the second is oriented for use by LEAs and Hotlines. The platform is embedded with the knowledge of domain experts realised through functionality allowing for the use of keywords, phrases and more sophisticated text mining/analysis methods, and graphical and data visualization representations. These components are discussed in more detail in subsequent sections of this chapter.

15.5.1 Citizen Reporting Form

The frameworks for reporting cybercrime around Europe do not yet take a standardized approach, while in each country hotlines and law enforcement provide their own channels for cybercrime reporting; the structure and nature of the information they request varies from service to service. Moreover, it has been noted that existing reporting procedures often only accommodate the reporting of incidents under three or four very generic branches of criminal activity, sometimes leaving investigators with insufficient or inconclusive information creating the additional requirement to follow up the report to request additional information.

Towards this direction, the UINFC2 platform implements its own reporting procedure supporting a number of features to enhance the reporting procedure
The UINFC2 Reporting form is designed and implemented to be used ONLY for the purposes of the UINFC2 research project. Thus, data will be accessible and will only be used by authorized personnel (members of the consortium and pilot users). Data will solely be used for the purposes of the project and throughout the lifecycle of the project. Law Enforcement Agencies and Hotlines will not receive this report, therefore please be advised to use the links below if you wish to report an incident.

Fig. 15.1 Citizens reporting form

whilst also increasing the accuracy and completeness of the data gathered. The implemented taxonomy organizes cybercrime into seven easily distinguishable categories presented in a tree structure. Each condition is represented by a question and leaf nodes represent specific aspects of cybercrime. As a result, the sue of the taxonomy in this procedure enables the capture of more accurate, detailed information about the specific act being reported, without creating the need for the citizen to articulate specific details about what they are reporting. A snapshot of the UINFC2 reporting form is shown in Fig. 15.1. Upon platform setup, the administrator is capable of selecting which report fields are mandatory/optional; ensuring compliance with existing national standards while the flexibility of the mechanism provided means that only relevant fields and information is displayed.

Despite the fact that the UINFC2 project implements its own reporting form, for the previously mentioned reasons, the backend of the system allows for the integration of reports based on existing standards made through existing reporting channels (regional/national LEAs and hotlines) so that the analytical aspects of the system may be used against information provided through channels external to the platform itself.
15.5.2 LEA/HOTLINE UINFC2 Platform

Considering the vast, and continually expanding, amount of data that is available and publicly accessible online, the need for tools that enable the efficient processing and retrieval of suspicious content is increasingly important. The UINFC2 platform not only implements mechanics that are capable of extracting possibly suspicious content (a web crawler) out of masses of data, but also incorporates tools for discerning possible leads in criminal activity. This is done mainly through networking tools and image metadata extraction. Despite the fact that these types of data are often neglected, they can be of investigative importance. The analysis of information found through DNS resolution and image metadata can provide means for investigators to identify links to criminal activity and gather key information related to potential offenders’ identities and whereabouts. The information, such as the legal owner of a given web domain, can be of significance in supporting the investigative process (Allsup et al. 2015).

The utility and benefit of the platform is illustrated in the following example. In the system two reports were submitted, one related to child sexual abuse material and another related to hacking. The report was made through the platform’s ‘Citizen Reporting Form’ and in both reports the suspicious web-site was reported as “http://www.uinfc2.eu/wp/en/”. For illustrative purposes it is assumed that the same LEA/Hotline user received both reports. Once the reports are received, the user is able to crawl the suspicious web-site, in the process crawling other URLs connected to the seed URL. Considering that two different types of incident were reported, the user will investigate the web-page for known keywords and phrases related to the specifics of each incident, such as “cybercrime”, “DDOS”, “Trojan horse sale”, “12yob”, “9yog”, “XSS code” and “Hacktivism”. The interface used to facilitate this process is shown in Fig. 15.2.

Once the web-crawling on the suspicious link is finished, in this particular instance 361 instances of the aforementioned keywords/phrases were identified in total. Furthermore, the UINFC2 platform can visually imprint the connection between web-pages as well as the density and diversity of suspicious content with regards to the provided keywords (see Figs. 15.3 and 15.4). The first graph (Fig. 15.3) depicts the “path” of the crawled content based on the depth (sub-links) the crawler reached. This assists the investigator to quickly identify connections between the seed URL and sub-links of high interest, enabling the dismissal of entry points which do not bring results, and the depth and seeds used to guide the depth of the crawl to be revised based upon the results in order to focus and reduce the scope of any actions taken as a result of the information provided.

The second graph (Fig. 15.4) shows the connection between crawled content. Higher levels of density indicate homogeneity in the content while sparse levels indicate low levels of heterogeneity and therefore dissimilarity in the content. Crawling of the reported web-source resulted in three highly dense clusters of websites and a smaller one indicating disparity in the volume of identified keywords. This implies or better leads the investigator into identifying a new group of
suspicious websites initially hidden from the original source, possibly previously unexplored. In both graphs the colour of the nodes depicts how many different keywords were identified (green implies that no keywords were identified while the colour (from red to black), the bigger the number of keywords detected). The size of the nodes is analogous to the frequency of the identified keywords (larger size means higher frequency).

In the example provided earlier in Fig. 15.2, the investigator provided the keywords/phrases directly into the system by hand, but the UINFC2 platform can also categorise content in a two-tier system composed of base categories which then break down into subcategories so that core sets of keywords and phrases can be recycled across multiple investigations. A base category can be seen as general crime area encompassing a number of more specific crime areas referred to as
It is worth noting that the administrator of the platform is responsible for creating base keyword categories (e.g. Child Sexual Abuse and Hacking) while the user can create subcategories under the base categories (parental relationship) as well as keywords for each subcategory. Moreover, each user is entitled to decide whether their categories are to be treated as private or public, by the system, and to decide if the category will be editable by other users. Public categories—and their content—are visible to other users bearing the same user role whereas private categories are only visible to their owner. As a result of this structure, users can crawl a website using one or more keyword categories specifically constructed for each respective aspect of cybercrime.

Another important functionality of the platform is the automated classification/categorization of crawled links and submitted citizen reports. Based
on the embedded knowledge and the structure of system categories, the platform generates a possible class label allowing the user to know whether the internal structure of a reported link confirms the associate content type (specified by the user). This increases the investigator’s insight on the case before even needing to examine the preliminaries of the report. Once crawling has concluded the results for suspicious content, the platform also provides a first estimation on the category of criminal activity; this is done based on keywords found in system categories such as Hacking and Child Sexual Abuse Material. The platform operator may then determine whether the contents of the link are legal or illegal by setting the appropriate selector.

The platform also includes logging functionality, creating a file that tracks step-by-step the actions taken by the user during an investigation, from the initial report right through the keywords and URLs used to conduct a crawl and the statistics, graphs and output data produced as a result. Such functionality is designed to aid the investigator in tracing the actions taken leading to a specific
conclusion being made about a specific report, web page or other piece of information—providing a tangible record of the steps taken throughout the investigation. Such information can be used to aid with issues related to the admissibility of any information used as part of a larger investigative process.

The network tools which have been integrated into the UINFC2 platform enable investigators to reveal important information about the host servers (name, IP etc.) as well as information regarding the people responsible for the site domain. To this extent, the reported website (http://www.uinfc2.eu/wp/en/) was resolved by the investigator in order to gain insights like the website’s owner, hosting country and more (Fig. 15.6). Further analysis with networking forensic tools could potentially reveal email address information linking key contacts in revealing perpetrators.

LEA/Hotline users may also gain insight with the generated intelligence analytics and charts. The provided statistics and charts of the crawled content includes, but is not limited to; the popular keywords (over time and per country) based on their frequency in total (from all crawling) while at the same time the user can identify the keywords that were identified more times based on the geo location of the crawled web-source (information extracted from the DNS resolving). Furthermore, the charts offer graphical representation of the aforementioned information in addition to a chart depicting the number of crawled URLs per country and a heat map which depicts the frequency of the identified suspicious keywords, as shown in Fig. 15.7.
15.6 Concluding Remarks

The rise of cybercrime presents a great danger to public safety and wellbeing, posing continued challenges to LEAs as the tools used by and vectors through which individuals and groups commit crime continue to evolve. The right to anonymity, the wide range of available applications/devices used for internet access along with other challenges associated with international jurisdiction, technological change, training, education and awareness continue to escalate the severity of the challenge faced by those charged with safeguarding society and its citizens. The continued proliferation of connected devices, from traditional computers to mobile devices and the internet of things means young and vulnerable individuals are exposed to the internet like never before, creating new vectors for exploitation and abuse.

In response, law enforcement agencies and reporting authorities are increasingly looking to harness the power of technological tools to assist in the management and analysis of data to expedite and enrich existing investigative processes. Towards this objective, the UINFC2 platform combines a number of open-source tools to enable the analysis of information from the web and reports, narrowing the gap between citizens and law enforcement to provide means for incidents and content to be more comprehensively and accurately reported and subsequently analysed to detect related activities, and to detect suspicious or illegal material through keyword detection and text mining practices.
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16.1 Introduction

Consumers worldwide have come to expect the benefits of open, fair and honest competition in the marketplace. This means the availability of the best products and services at the lowest prices. In a truly free marketplace, business entities compete with each other to appeal and to satisfy the purchasing needs of their customers. This elegant and efficient process can only succeed when competitors set their prices independently. When collusion occurs among competitors, prices rise, quality is often compromised and the public at large loses. In all developed countries around the world, price fixing, bid rigging and other forms of collusion are illegal and prosecuted through judicial systems.

The concept of “transparency” is an essential element of all democratic governments for many reasons—with few more important than in the arena of public procurement. The purchasing of goods and services by government bodies is an especially vulnerable area for corruption, discrimination, and the distortion of fair marketplace competition and optimum pricing.

It is beyond the scope of this paper to analyse in detail the economic impact of cartel activities. However, an example of the aggregated cartels’ economic impact in 12 developing countries (Brazil, Chile, Colombia, Indonesia, South Africa, Mexico, Pakistan, Peru, Russia, South Korea, Ukraine and Zambia) in terms of affected sales related to Gross Domestic Product (GDP) taken in average during 2002, revealed that impact varied from 0.01 to 3.74 %, with a maximum of 6.38 % (South Africa) in 2002. In terms of cartels’ excess revenues, the actual harm reached 1 % of GDP for South Korea in 2004 and South Africa in 2002. Analysis shows that a cartel can decrease the production level by about 15 % on the given market (Ivaldi et al. 2014).

Throughout the professional and scientific literature, there is a multitude of publications related to healthy competition, reducing the costs of corruption in public procurement, fighting against collusion, cartels and bid rigging. Following 2005 in particular, a number of well documented articles appeared in scientific journals (Hinloopen and Martin 2006; Marshall and Marx 2007; Morgan 2009; Padhi and Mohapatra 2011; Werden et al. 2011; Cosnita-Langlais and Tropeano 2013), in scholarly books and research papers (Harrington 2006, 2008; Hüschelrath and Veith 2011; Morozov and Podzolkina 2013; Abrantes-Metz 2013; Wensinck et al. 2013), and in official government documents (Danger et al. 2009a, b; OECD 2012).

In economics, a cartel is defined as an agreement between competing firms to control prices or to exclude entry of a new competitor in a market.

**Bid rigging** (or collusive tendering), one form of cartel, occurs when businesses, that would otherwise be expected to compete, secretly conspire to raise prices or lower the quality of goods or services acquired through a bidding process. Bid rigging can be particularly harmful in public procurement. If bidders agree among themselves to unfairly compete in the procurement process, the public is denied a fair price. If suppliers engage in bid rigging, taxpayers’ money is wasted as
16.2 The Principles

The basic definition of the cartel as a crime is defined in this section. The forms of cartels are listed, together with significant patterns for later machine-readable recognition.

16.2.1 The Definition of a Cartel

In economics, a cartel is an agreement between competing firms to control prices or to exclude entry of a new competitor in a market. It is a formal organisation of sellers or buyers that agree to fix selling prices, purchase prices or reduce production using a variety of tactics (Bishop and Walker 2010). The aim of such collusion is to increase individual members’ profits by reducing competition.

There are several forms of cartel, such as:

- Setting minimum or target prices, i.e., price fixing
- Reducing total industry output, i.e., fixing market shares
- Allocating customers
- Allocating territories
- Bid rigging
- Illegally sharing information
- Coordination of the conditions of sale or
- A combination of the above

In this section, special focus is given to the category of bid rigging, a form of fraud in which a commercial contract is promised to one party—even though several other entities also “appear” to present a bid. This form of collusion of bidding companies (the winner and the pseudo losers) is illegal in most countries. It is a form of price fixing and market allocation, and is often practised where contracts are determined by a call-for-bids, for example, in the case of government construction contracts, Information and Communications Technology (ICT) procurement, etc. (Danger et al. 2009a).

Since, a cartel like all corruption is covertly conducted automated information discovery can be vital for law enforcement agencies¹. Finding even weak threads of evidentiary material requires extensive human and financial resources. Our proposed automated methodology for text and data analysis saves both professional time and cost by equipping investigators with the means to detect questionable behavioural patterns thus triggering a more intimate review. All of this is done by taking advantage of open source intelligence.

¹In some countries cartel detection may be the task of the General Accounting Office or a Comptroller’s Office. In Hungary, it is the Cartel Office which can well be considered a LEA.
16.2.2.1 Government Procurement Records

Unless a specific procurement is ascribed relief by the Hungarian National Security Committee of Parliament from the obligation of confidentiality stipulated by the Public Procurement Law, all details of the transaction must be posted on the internet. There is one “quasi” exception, namely, the individual calls of frame agreements, which can be accessed by designated users only and which are protected by passwords and CAPTCHA challenge-response features.

After registration, the database can be accessed without constraints by search engines.

Relevant main fields of the Procurement Database are as follows:

- Name of the organisation running the procurement
- Basic contract data
- Date of publication
- CPV\(^2\) code
- Name of the winning company
- Short and detailed description of the subject of procurement
- Short description of the contract
- The winner price
- The type of bidding
- Name of the losing companies
- The loser prices
- Subcontractors’ data
- Procurement consultants’ data
- Reasons for eventual failure of the public procurement process

16.2.2.2 Company Registry

The Hungarian Company Registry contains all relevant information on commercial organisations that are, or had been, active, in Hungary since 1991. Unfortunately, the database cannot be openly accessed by public search engines, with the exception of designated contract partners. To our knowledge, at present, it is not possible for a non-established player to purchase the database. While access to individual records is possible, the content is CAPTCHA-protected. Commercial providers offer additional company information, such as financial data or the network of owners, etc., visualised.

16.2.2.3 Legal Databases

Court decisions on occasions provide enlightening glimpses into the unlawful behaviour of companies or key executives operating behind the scenes. In fact, it is

not uncommon to discover that names of key executives reappear at different organisations or to uncovered instances of individuals possessing identical backgrounds repeatedly turn up at multiple companies like a chameleon. Legal databases can be valuable tools toward identifying possible fraudulent undertakings.

16.2.2.4 Other Open-Source Intelligence (OSINT) sources

News accounts and social media (platforms such as forums, blogs, Facebook, Twitter, etc., can serve to spotlight hints of internal dissatisfaction within a company, or otherwise help publicly raise instances of “whistleblowing” or similar potentially important information.

16.2.3 Cartel Patterns

In this section, various methods of bid rigging are discussed. These methods can serve as patterns that potentially result in the recognition of illegal activities. The following methods listed are derived from the directives of the EU and OECD (Hölzer 2014; Danger et al. 2009b) as well as from private interviews.

The patterns below, cross-matched with other records, suggest an indication of a suspicious cartel case.

- **Winner steps back.** The probability of bid rigging is high if a winner withdraws its bid and lets the second best (and substantially more expensive) bidder obtain the deal.
- **Invalid bids.** Some or all bidders but one submit invalid bids, so that the agreed entity wins.
- **High prices.** All or most of the tenders are significantly higher than in previous procedures, higher than the companies’ list prices or higher than a reasonable estimate of the costs.
- **Coordinated high prices.** All but one of the tenders are extraordinarily high, well above market standard.
- **Market coordination based on geographic allocation.** A company submitting tenders that are significantly higher in some geographic areas than others, without any obvious reason, such as differences in costs, may suggest it is involved in a bid-rigging cartel.
- **Suspiciously similar prices.** If several companies have submitted tenders with identical or suspiciously similar prices, it may indicate that they have agreed to share the contract.
- **Suspected boycott.** If no tenders are received, there may be a coordinated boycott with the intention of influencing the conditions of the contract.
- **Suspiciously few tenders.** Too few companies submit tenders; this may indicate a market-sharing cartel.
Supervised machine learning has very powerful, measurable methods. This advantage of measurability has led to an explosion of continually enhanced methodologies, which will be described in Sect. 16.4.

16.2.4.2 Positive Security Models and Unsupervised Learning

Under a positive security model, all events that deviate from the patterns of typical activities may be considered as fraudulent. The principle advantages of a positive security model is that it needs no predefined set of known fraudulent events and that it may detect previously unknown types of malicious activities.

Unsupervised learning is the branch of machine intelligence that may assimilate and build upon its knowledge base without a set of predefined labelled events. Among unsupervised methods include anomaly detection, a class of methods that examines all available data and identifies “outliers,” which deviate from the data set universe.

Despite of the promise of being able to detect previously unknown types of fraud, unsupervised methods have two main disadvantages that limit their use in practice. First, it is difficult to evaluate their performance if no labelled data is available. In this case, there is no information to compare the performance of two models one against the other. Second, the notion of an outlier cannot be well defined. The largest contract values, or sectors with only very few procurement procedures may well be identified as outliers, however, they may not correspond to fraud.

Over the past decade, machine learning research has turned mostly to supervised models leaving humans interact by creating training instances. “Active” learning (Tong and Koller 2001) is a promising direction when a human in the loop can contribute toward gradually improving the classifier by providing the most important labelled cases. In our examination, we focus on supervised machine learning—combined with manually identifying new fraud cases as described in Sect. 16.3.4, labelled Feature engineering.

16.3 Data Acquisition from Open Sources

16.3.1 The Architecture

Figure 16.1 represents the architecture of the entire proposed application. There are four basic sources:

- The procurement database
- The Company Registry
- The legal text bases
- Optional external databases such as press, forum, social media, etc.
Table 16.1 An example procurement data set for predictive analytics

<table>
<thead>
<tr>
<th>ID</th>
<th>Bid prize</th>
<th>Second bid prize</th>
<th>Reserve prize</th>
<th>Times winner withdrawn</th>
<th>Percent of wins in past</th>
<th>Percent of reserve prize</th>
<th>Distance of location</th>
<th>Cartel fraud (label)</th>
<th>M1 (logistic regression)</th>
<th>M2 (depth 2 tree)</th>
<th>M3 (boosted tree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>1100</td>
<td>1200</td>
<td>0</td>
<td>0.2</td>
<td>...</td>
<td>...</td>
<td>No</td>
<td>0.17</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>1200</td>
<td>1100</td>
<td>1</td>
<td>0.5</td>
<td>...</td>
<td>...</td>
<td>Yes</td>
<td>0.49</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>3100</td>
<td>3200</td>
<td>1</td>
<td>0.1</td>
<td>...</td>
<td>...</td>
<td>No</td>
<td>0.00</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2000</td>
<td>2200</td>
<td>2100</td>
<td>0</td>
<td>0.3</td>
<td>...</td>
<td>...</td>
<td>No</td>
<td>0.39</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3000</td>
<td>3100</td>
<td>3200</td>
<td>2</td>
<td>0.6</td>
<td>...</td>
<td>...</td>
<td>Yes</td>
<td>0.84</td>
<td>Yes</td>
<td>-3</td>
</tr>
<tr>
<td>6</td>
<td>3000</td>
<td>3200</td>
<td>3100</td>
<td>0</td>
<td>0.5</td>
<td>...</td>
<td>...</td>
<td>No</td>
<td>0.54</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>3000</td>
<td>4100</td>
<td>4200</td>
<td>1</td>
<td>0.2</td>
<td>...</td>
<td>...</td>
<td>No</td>
<td>0.00</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>3000</td>
<td>3200</td>
<td>3100</td>
<td>3</td>
<td>0.3</td>
<td>...</td>
<td>...</td>
<td>Yes</td>
<td>0.96</td>
<td>Yes</td>
<td>-1</td>
</tr>
<tr>
<td>9</td>
<td>4000</td>
<td>5200</td>
<td>5100</td>
<td>0</td>
<td>0.3</td>
<td>...</td>
<td>...</td>
<td>No</td>
<td>0.00</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>4000</td>
<td>4200</td>
<td>4100</td>
<td>0</td>
<td>0.7</td>
<td>...</td>
<td>...</td>
<td>Yes</td>
<td>0.69</td>
<td>Yes</td>
<td>-1</td>
</tr>
</tbody>
</table>

The last four columns contain the true label and the predictions of two sample models.
While this paper describes simple database matching, the potential of applying machine learning algorithms to identify hidden relationships holds exciting promises for further exposure of sophisticatedly constructed cartels today in and the future.

Quite often, a few fraudulent cases can very easily be identified by considering certain extreme values in the procurement database. For example, an outlying number of identical prices can easily be observed in a price histogram (Funderburk 1974) leading to the identification of “boilerplate” or “templatic” competition documents as an indicator of collusion. In fact, a similar approach was used to identify the perpetrators behind an episode of social media spam by spotting precisely equally large engagements for messages (Pálovics et al. 2014).

Bootstrapping is a technique that starts first begins by identifying certain fraudulent cases by manual investigation of the attribute distributions, and then adding these cases as positive training instances to identify additional, and perhaps, less obvious and better concealed instances of fraud.

16.3.4 Feature Engineering

The goal of feature engineering is to provide a sufficiently rich attribute table for the machine learning methods. A portion of the existing literature on cartel fraud detection relies on traditional statistics of the procurement process. For example, one particular model (Padhi and Mohapatra 2011) considers bid price to reserve price ratios and identifies cartel cases by this single value alone. This approach only performs linear regression for the bid to reserve price and statistically analyse the regression coefficients, however the findings are inconclusive for a predictive model. This model also requires manual outlier investigation by thoroughly examining cluster distributions.

Other numeric attributes may be tagged as the number of participants in the bid, the number and percent of successful and lost bids of the applicant, and derived statistics—such as deviance from sectorial and regional averages. The cases when the winner withdrew from a bid appear less frequent, and hence, different normalization is required for the count of such episodes.

In Sect. 16.2.3, labelled Cartel patterns, we outlined a number of collusive bidding patterns, each of which has a corresponding set of features that can be computed and used by machine learning techniques. The techniques and the corresponding features are summarized in Table 16.2. Additional features can be generated, for example, based upon the distance of the corporate headquarters from project location, or the percentage of organisation’s free capacity, and/or the experience of the contractor involved in comparable projects. Note the definition of the last type of features may be problematic to incorporate if subcontractors are further involved.
### Table 16.2: Collusive patterns and corresponding feature engineering technologies

<table>
<thead>
<tr>
<th>Collusive pattern</th>
<th>Numeric or nominal features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same company wins most of the time</td>
<td>Number and fraction of wins, by region, sector, etc.</td>
</tr>
<tr>
<td>Bid rotation</td>
<td>Time series descriptors of winners</td>
</tr>
<tr>
<td>Few or no new participants; bid participants are well aware of competitors</td>
<td>Histograms of participation distribution</td>
</tr>
<tr>
<td>Bidding does not erode target prize</td>
<td>Bid to reserve prize statistics</td>
</tr>
<tr>
<td>Participants withdraw</td>
<td>Withdraw count by bid and participant</td>
</tr>
</tbody>
</table>

### 16.3.5 Fitted Parameters of Economic Models

Fitted parameters of economic models may also serve as features. Several similar economic models are surveyed in Detecting Cartels (Harrington 2008) and price time series observations in Behavioural Screening and the Detection of Cartels (Harrington 2006). Porter and Zona propose statistics over the rank order of competitors’ bids, which can also directly be used as a feature by a machine learning algorithm (Porter and Zona 1992).

We propose a different approach using both statistics and fitted parameters. Instead of investigating the possible values and thresholds one by one, all the raw and derived variables (e.g. prices and ratios of prices) are computed as features for supervised classification. Classification methods will then be able to automatically select relevant variables, their threshold, and even potential rules that reveal connections between further values.

### 16.3.6 Network Science and Visualization

Network science (Lewis 2011) is a relatively recent research area for analysing the topology, stability and emergence of interconnected pairs of events. In the context of the procurement process, it is possible to analyse the complexity of data comprising authorities, auctions, participants separating winners among competitors, subcontractors, and relationship of ownership, board members, key officers, etc., may also be considered.

In order to define features, the various distances in the graph are used to characterize the bids by their pairwise distance, or by their distance from known fraudulent cases. The simplest distance represents the number of interactions (common participation in auctions, ownership, membership, etc.) between the two cases. Advanced measures such as SimRank (Jeh and Widom 2002) may rely on random walk distances over the network.

The product of the search and matching is a delineation of points which reveals entities that possess suspicious business relationships, including ties to individuals...
who have some kind of role with or connection to these companies. The linkages of
graphs are previous procurement bidding instances of entities competing with (won
against, lost to) each other (through direct or indirect ownership, or through rela-
tives). The nodes are companies and people. To better comprehend and fully
analyse this network, such a visualisation is extremely helpful and enlightening.

Figure 16.2 is a snapshot of a Sentinel application. The centre of the cartel
network can be enlarged for a more thorough analysis. A Sentinel application
enables the user to view the history of events following a timescale. Obviously
other visualisation tools such as Analyst Notebook from i2/IBM may be employed
as well.

In this enlarged, detailed view of a principal cartel network, the ties between the
nodes are noted as “accomplice of,” whereas the bidding companies and the cus-
tomers are designated as unique nodes. The darkness of the node reflects its degree
of involvement in the cartel. The dark grey rectangle represents the corpus of the
octopus, or in System Network Architecture (SNA) terms, the “Alpha User”.

16.4 Machine Learning Methodologies

Different names have been assigned to the discipline of producing qualitative
predictions derived from existing data. Traditionally, predictive methods belong to
statistics, which was already using decision trees (SaVavian and Landgrebe 1998)
and logistic regression (Cox 1958) from early times.

Toward the end of the 1990s, the field of study known as of “data mining” arose
bringing attention to the size of the data (Han and Kamber 2001). Data mining had
an equal focus on supervised and unsupervised methods, however, not all data
mining techniques were later proved to perform well in practice.

At roughly the same time, in the area of machine learning, new techniques were
coming into prominence, most notably support vector machines (SVM) and
boosting. SVM proved to work very well for text classification (Joachims 1998)
and, more recently, for time series (Daróczy et al. 2015). Boosting is the preferred
technique used in most data analysis challenge solution projects (Chen and Guestrin
2016).

More recently, a class of learning algorithms using very large artificial neural
networks of specialized structure known as deep learning is generating widespread
interest for its success in variety of areas including image (Krizhevsky et al. 2012)
and audio (Lee et al. 2009) classification. Deep learning has also performed well in
recommender systems (Wang et al. 2015), however, as of present time, it appears to
be less suited for the application needs of this project.

Anomaly detection (Chandola et al. 2009) can be based on most of the classifiers
by turning them to one-class grouping selections. Anomaly detection methods,
however, suffer from the general problem of unsupervised methods.
Fig. 16.2 Detailed view of a successfully investigated network in Hungary. In the centre is the hub of the network

16.4.1 Evaluation of Predictive Methods

We start the overview of the machine learning techniques applicable for fraud detection by describing the measures to evaluate the quality of a predictive method.

We distinguish between two types of evaluation metrics, the first based on a binary normal (negative) versus fraud (positive) prediction, and the other according to a ranking of the events tied to their expected risk of being fraudulent. We note that a ranked list of events can be turned into a binary prediction by specifying a threshold such that events above the threshold are classified fraudulent and those beneath deemed normal.

Binary predictions can be evaluated based on the so-called “class confusion matrix” (Powers 2011). This matrix has four elements: true positive (TP), true negative (TN), false positive (FP) and, false negative (FN), for events as shown in Table 16.3.

Employing the class confusion matrix, we may define a large number of quality metrics, including:

\[
\text{accuracy} = \frac{(TP + TN)}{\text{total number of cases}},
\]

\[
\text{precision} = \frac{TP}{(TP + FP)},
\]
Table 16.3 Class confusion matrix and quality metric values based on binary prediction of model M1 > 0.5 in Table 16.1

<table>
<thead>
<tr>
<th>Predicted by M1 as fraud: yes</th>
<th>Actual cartel fraud: yes</th>
<th>Actual cartel fraud: no</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positive (TP): 3 (IDs 5, 8, 10)</td>
<td>False positive (FP): 1 (ID 6)</td>
<td></td>
</tr>
<tr>
<td>False negative (FN): 1 (ID 2)</td>
<td>True negative (TN): 5 (IDs 1, 3, 4, 7, 9)</td>
<td></td>
</tr>
</tbody>
</table>

In the example, Accuracy = (3 + 5)/10 = 0.8
Precision = 3/(3 + 1) = 0.75;
Recall = 3/(3 + 1) = 0.75;
False positive rate = 1/(1 + 5) = 0.16

Recall, or true positive rate = TP/(TP + FN),
false positive rate = FP/(FP + TN).

For ranked list evaluation, the key notion is the Receiver Operating Characteristic (ROC) curve (Swets 1996), which plots the true positive rate against the false positive rate. The Area Under the ROC Curve (AUC) metric has value 1 for a perfect prediction and 0.5 for a random forecast. A commonly used variant is Gini = 2 • AUC — 1.

Utilizing the above metrics and a set of labelled events, we train a model on the labelled instances and then evaluate its performance over the same instances. This so-called “re-substitution method” has a drawback: it overemphasizes performance on known instances and may reveal little of the outcome of yet unseen new events.

There are several options to separate the evaluation from the training data. It is possible to select a random proportion of the labelled data for “training” and retain the rest for “testing.” Alternatively, historic data may be used for training and the more recent for testing (Tan et al. 2013).

The advantage of a separate testing set is that it may not only detect if the model is insufficiently simple, but also highlight if irrelevant attributes of the training data not generalized for unseen cases is overused. In technical phrasing a model “underfits” if there is another approach that performs better on both training and testing data. Conversely, a model “overfits” if another method shows weak performance over the training data but has better outcome with the testing data.

16.4.2 Logistic Regression

Simply stated, a logistic regression model is a monotonic transformation of the linear combination of the variables (Cox 1958). The advantage of the linear model is that it explains the importance of the variables by the coefficients as weights.

Logistic regression has a drawback: it is prone to overfitting correlating variables.

In the example of Table 16.1 the correct model would be
score = expit (−0.2 \cdot \text{Times winner withdrawn} \\
- 0.8 \cdot \text{Percent of wins in past} + 0.5)

of accuracy 100 %. While we may easily obtain models that overfit the large correlating numeric attributes such as model M1 in Table 16.1:

score = \text{expit} (−0.0136 \cdot \text{bid prize} + 0.004 \cdot \text{second bid prize} + 0.009 \cdot \text{Reserve prize} \\
- 1.0 \cdot \text{Times winner withdrawn} - 0.15 \cdot \text{Percent of wins in past})

with accuracy only 60 %. Variable selection, normalization and various optimization procedures are crucial for the quality of logistic regression.

### 16.4.3 Decision Trees

Decision trees (Safavian and Landgrebe 1998) are inductively built by splitting the actual set of events along the variable that separates the fraudulent events from the accepted normal cases.

A sample decision tree of depth 2 is seen in Fig. 16.3, evaluated in the last column as taken from Table 16.1.

The disadvantage of decision trees is that they tend to overfit deeper down in the tree, since the decisions are made based on increasingly fewer events.

In considering the bottom left node of the tree in Fig. 16.3, note that a single cartel case could not be separated from normal transactions. Further, neither of the variables “Times winner withdrawn” nor “Percent of wins in past” can separate this case. Therefore, two more layers would be required to handle only the remaining one single cartel case.

### 16.4.4 Boosting

“Boosting” (Freund and Schapire 1997) has as its principal concept the element of training simple classifiers, for example, small decision trees, by gradually improving the prediction quality in iteration cycles. The main advantage compared to large decision trees is that boosting obtains training gained over the entire data and not just a subset in all the iterations.

In Fig. 16.4, a sample boosted tree model is shown for the data set in Table 16.1. The positive or negative sign of the boosted tree model has accuracy 100 % over the sample data.
In order to identify cartels, the following methodology is used in the following sequence:

1. Potential data sources are identified
2. Information extraction method is determined (crawler and text mining)
3. Network is created and visualized
4. Machine learning techniques are used
5. Results are analysed

---

**Fig. 16.3** Depth two decision tree example over data of Table 16.1

**Fig. 16.4** Boosted tree example over data of Table 16.1

**Tree 1**
- if Times winner withdrawn < 1:
  - score = -1
- else:
  - score = 1

**Tree 2**
- if Percent wins in past < 0.4:
  - score = score - 1
- else:
  - score = score + 1

**Tree 3**
- if Times winner withdrawn < 2:
  - score = score - 1
- else:
  - score = score + 1
The essence of the process is to distil the relevant information from an otherwise vast universe of data that can be analysed by Social Network Analysis (SNA) and graph theory tools. The SNA plays a key role here, so it is used as a framework for investigating cartels. Structuring information from unstructured data, web mining and text mining have also been used in several areas (Nemeslaki and Pocsarovszky 2011; Nicholls 2011).

As our main findings, we identified key variables composed of past participation and wins, competition prizes, locations and networked properties of the companies. In our proof of concept, we were able to identify cartel cases yet unknown to the Hungarian Cartel Office. Further, we highlighted the significance of strongly relevant OSINT data other than procurement.

In future work, we plan to conduct a systematic analysis of the Hungarian procurement-related OSINT data to quantitatively measure the performance of the machine learning methods. We envisage participation in a joint EU-funded project with the view of applying the method used for the Hungarian project toward other European countries.
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Part IV
Legal Considerations
Chapter 17
Legal Considerations for Using Open Source Intelligence in the Context of Cybercrime and Cyberterrorism

Alison Lyle

Abstract The aim of this chapter is to raise awareness of some of the legal issues around open source investigations of cybercrime and cyberterrorism. The issues raised relate to different stages of the investigation process and highlight instances within each where various types of legislation may affect the activities carried out, or the progress of a case. Rather than attempt to provide an in-depth legal analysis, the author uses UK and European law to illustrate difficulties that may be encountered or factors that may need to be considered in this particular type of investigation. General issues of data protection and human rights are outlined and addressed and more specific topics such as lawful actions, disclosure and digital evidence are explored. The chapter also considers the reasons behind the legal issues and suggests some ways that problems may be overcome.

17.1 Introduction

This chapter outlines some of the main areas that illustrate the legal issues around cybercrime and cyberterrorism investigations using open source intelligence. Although the areas addressed present issues that may arise in all jurisdictions, a UK perspective is adopted in order to explore them and illustrate the effect that legal restraints can have on this type of investigation. It is hoped that this approach will serve to highlight issues that can then be applied to different legal systems. As well as UK law, legislative instruments, policies, procedures and guidelines at European and international level will be considered so that a more holistic view can be presented.
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One of the difficulties in relation to cybercrime is that there are no legal definitions or specific legislation at the time of writing, so the laws that apply to traditional crimes need to be adapted to be relevant to the cyber environment and the characteristics of offences committed therein. Because the laws were not developed to take account of the particular nature of cybercrimes or open source intelligence investigations, this can be a source of difficulty (Sampson 2015). Another consideration is whether the judges, courts and perhaps juries are appropriately equipped, in terms of knowledge, expertise and technology; that is, whether criminal justice systems themselves are adequate to be able to achieve justice in this area.

Cybercrime and cyberterrorism are usually referred to together, due to the ‘cyber’ element of the modi operandi that are common to both. In real terms, both categories of offending often involve the same actions but what distinguishes them is the motive or intent of those carrying them out; that is, the actus reus will be the same, but the mens rea will be different. For example, online fraud could be carried out by a teenager who has a dream of owning a sports car; the same action carried out by members of a terrorist organisation with the aim of furthering their cause would be seen and treated in a different way. Similarly, denial of service attacks can be hackers testing their skills or sinister and threatening acts of terrorists.

These distinctions are important and significant in a criminal justice system. If the motive and intent of the crime is known from the outset, the investigation and prosecution will follow very different courses. Apart from the case being brought under different legislation, the more serious crimes will have a wider range of investigative opportunities and resources made available to them. This is partly necessary because a more serious crime will be heard in a higher court which, in the UK, means that the evidence has to be prepared and presented in a more thorough way. However, many of the issues presented here will apply to both.

17.2 Citizens’ Perceptions and Human Rights

Instances of cybercrime and cyberterrorism are rapidly increasing, and present serious threats to both individuals and societies. They threaten and violate human rights and cause a great deal of harm to many, from citizens to critical infrastructures. Because of the ubiquitous nature of the cyber environment where these crimes are carried out, detecting and investigating them involves law enforcement authorities accessing that same environment; this has the potential to impact on many more people than would be the case with traditional criminal investigations. Therefore, a dilemma exists: protecting citizens at the expense of their rights, or limiting actions to protect human rights? This debate has been long and heated and is the subject of intense feelings. Perhaps it is well illustrated by the case in 2016...
between the FBI and Apple\textsuperscript{1} which was resolved out of court, thereby not setting any useful precedent. However, the issues raised are important; Apple stood firm against FBI requests to access an iPhone, stating that sacrificing privacy, security and data protection puts people at greater risk. New surveillance powers, so useful for the fight against cybercrime and cyberterrorism, are often fiercely opposed by action groups but there are significant numbers of people equally concerned about cybercrime.\textsuperscript{2} The subject of competing interests is not a new one and the difficulties are highlighted with the use of open source intelligence.

The Council of Europe has produced a guide for internet users, to clarify understanding of existing human right particularly in this context. In relation to public authorities, it is expressly stated that any interference should not be arbitrary, should pursue a legitimate aim in accordance with the European Convention on Human Rights\textsuperscript{3} (ECHR), such as the protection of national security or public order, public health or morals and must comply with human rights laws.

\section*{17.3 Investigatory Powers}

The special powers provided, through legislation, to police investigators allow certain privileges, in respect of access and actions, that would otherwise be considered intrusive or in violation of fundamental human rights such as privacy and data protection. The legislation recognises the importance of balancing these conditional rights against those relating to public or national security. Police powers are made at national level and take into account nations’ particular practices, policies, cultures and priorities. This is crucial, but in relation to investigating online crimes, to which territorial boundaries are often irrelevant, the differences can be unhelpful and may provide frustrating obstacles.

When defining and categorising cybercrime and cyberterrorism in order to deal with it in a criminal justice system, it is generally the case that existing criminal laws have been applied or adapted rather than new ones enacted. In relation to investigations however, due to the difficulties of obtaining digital evidence and the large-scale problem that cybercrime and cyberterrorism is, many countries have enacted specific laws to enable law enforcement authorities (LEAs) to access and seize digital information and evidence. Many of these have granted investigators

\textsuperscript{3}Council of Europe, European Convention for the Protection of Human Rights and Fundamental Freedoms, as amended by Protocols Nos II and 14, 4 November 1950, CETS 5.
wide powers which override normal perceptions of privacy and have met with strong opposition. As this area of legislation and the associated case law develops, the degree to which the capabilities will be exercised remains to be seen.

### 17.3.1 Existing and Proposed Powers

In the UK, the current legislation which controls police powers in relation to carrying out surveillance and accessing digital communications is the Regulation of Investigatory Powers Act 2000 (RIPA). If correct procedures have not been followed, or the appropriate level of authorisation obtained, the defence in a case brought before a court may claim abuse of process and have evidence excluded or the proceedings stayed. Directed or intrusive surveillance of any kind, including during online investigations, should be carried out under a RIPA authority.

In 2015 as a response to the Snowden revelations, the Intelligence and Security Committee (ISC) of the UK Parliament published a report[^4] on the powers of the UK intelligence and security agencies in relation to covert interception and acquisition of communications data. The report calls for increased transparency and greater recognition of privacy protections to be provided by a single Act of Parliament. Although this relates specifically to the intelligence and security agencies, it illustrates the concerns should be taken account of at all levels. These concerns were again raised in April 2016 in respect of UK surveillance laws, including the new Investigatory Powers Bill, which were scrutinised at European level after widespread condemnation of excessive powers and indiscriminate surveillance of digital personal data, amongst other things. The European Court of Justice will deliver its decision by June 2016, which will set clearer guidance in respect of lawful interception of digital personal data.

A new Intelligence and Security Services Bill in the Netherlands proposes new powers which will enable intelligence and security services to carry out surveillance and collection of personal data on a large scale. An example of the proposed powers would be the ability to intercept communications, using a particular chat app, between cities and countries. This would go some way to resolving issues around cross-border evidence gathering but has caused strong reaction from privacy groups.[^5]


[^5]: Siedsma T and Austin E, ‘Dutch dragnet surveillance bill leaked’ (Online report, EDRi, 4 May 2016) [https://edri.org/]. Accessed 4 May 2016.
The introduction of a new surveillance law in France, following the Charlie Hebdo attacks, allows wide and indiscriminate surveillance of internet and mobile phone traffic and was widely criticised in all quarters, including the UN Human Rights Committee, Amnesty International and others.6

17.3.2 (Un)Lawful Practices

It has been acknowledged7 that legal issues around open source intelligence investigations are uncertain in many areas, due to the lack of case law dealing specifically with these practices. However, an awareness needs to be maintained of the risks that this type of investigation may pose. Carrying out online investigations often involves officers accessing and downloading or copying material which may be used as evidence; while this is an essential part of such enquiries, some acts may result in the commission of an offence.

Officers must be cautious when carrying out online investigative work using a fake profile on a social media platform, which could fall into the category of committing an offence in the UK under the Computer Misuse Act 1990.8 It is arguable whether creating a fake profile in order to gain access to a user’s account would amount to ‘unauthorised’ under the Act, but with ambiguous case law in this area,9 caution is advised. There are also clear risks if any material so obtained is to be relied on as evidence (see this chapter). Any directed surveillance online would currently require a RIPA authority in the UK; whether such action would be considered as such may be open to question.

Practices such as obtaining screenshots of online sources or carrying out enquiries using search engines for publicly available information present little problem but routine, prolonged monitoring of social media accounts may amount to illegal surveillance, if the appropriate legal authority was not in place. There is a fine line between carrying out specific, focused, short-term observations and engaging in activities which could be said to be a violation of privacy under Article 8 ECHR.

In the case where an online investigation involved child sexual offences, officers may, in the course of the investigation, commit an offence under the Sexual Offences Act 2003, which prohibits the taking or making of indecent photographs of a child.

---

8As amended by the Serious Crimes Act 2015.
emphasises the importance of incorporating such principles in the context of open source investigations, where data from open sources may be collected and retained.

### 17.5 Data Acquisition

It has been shown that data protection and privacy laws impose obligations and duties on LEAs collecting, processing and retaining personal information from open sources. Those same laws providing the same protections can also make obtaining digital evidence, in the form of personal data, more difficult.

It can frequently be the case that evidence for cybercrimes is held on servers in other countries. In such situations, the laws in the host country will take precedence and sometimes complex and lengthy procedures will ensue. This can result in delays in the investigation, with the potential for damaging consequences such as a known offender being able to continue committing offences during the period. Such situations can arise when LEAs have discovered an online crime using open source intelligence and have evidence, but need to link that evidence with an identified individual in order to bring a prosecution (see Chaps. 6 and 16).

It is not unusual that the host country is the United States, which can cause delays. The length of the delay may depend on which company is holding the data required. A company such as Apple take their customers’ rights to privacy and data protection very seriously and often put this as a higher priority than assisting the fight against cybercrime. Most investigations do not involve a request for access to a phone, as in the high profile case involving the FBI, and generally require personal data to support evidence. If Apple refuse to provide this, then a preservation order must be put on the material held and the process of formally obtaining it through the US legal system begun. Other countries, such as Canada and other organisations such as Facebook, can frequently cause similar difficulties.

### 17.6 Rules of Evidence

Rules surrounding evidence exist largely in the interests of ensuring a fair trial. These are rules and procedures which must be followed for evidence to be admitted at court and used to support the prosecution case in criminal proceedings. These are discussed in greater detail in this chapter. In brief the first stage relates to the identification and seizure of material which may or may not become evidence. In the area of cybercrime, most countries have enacted laws which allow police officers to obtain digital evidence which is thought to relate to a criminal

Disclosure Manual (Disclosure Manual 2016)\textsuperscript{28} also applies in the UK. Any breaches can result in the collapse of a trial or the discontinuance of a case, so it is vital to comply. Disclosure of material capable of undermining the prosecution case or assisting the defence is crucial in the interests of a fair criminal justice process so is well regulated and will usually be scrutinised by defence.

The duty to retain, record and reveal all material relating to an investigation applies from the beginning of the investigation, but of particular importance to many open source investigations is that the beginning of an investigation can include a period of surveillance before the cybercrime was committed. In such cases, the material generated, rather than the surveillance operation itself, would be disclosable.

Due to the special characteristics of cybercrime, it may frequently be the case that techniques and tactics are used which need to be protected. If the legal basis for the action was a RIPA authority, this would need to be disclosed on a schedule listing sensitive information so that details are not passed to the defence.

Another factor to be considered and is of particular relevance to open source investigations, is that much of the material generated or retained may contain personal or sensitive information of individuals not connected to the investigation. This would particularly apply to social media accounts which contain details of other people. Care must be taken to store information securely and only redacted versions put on disclosure schedules. If redaction would affect the meaning of the material, then an unedited version should be placed on the sensitive schedule.

If the material or information is highly sensitive, this needs to be brought to the attention of the prosecutor at the earliest opportunity so that a decision can be made about whether a Public Interest Immunity application is required.

\subsection*{17.8 Different Jurisdictions}

It is part of the nature of cybercrime and cyberterrorism that different jurisdictions are involved in the offences and investigations. Using open source intelligence also means carrying out investigations in borderless environments. This can cause problems on several fronts due to the different national laws of the countries involved. There is often the difficulty of who is to investigate and where the prosecution is to be brought. As has been referred to, there are also difficulties in relation to data acquisition between some countries.

Difference in national legislation can be the result of various influencing factors. The priority given to certain types of crime can vary as a result of, for example, major national incidents, cultures and beliefs or case law. The resulting legislation is, in turn, capable of influencing accepted norms in societies and thus of the perceived seriousness of different types of criminal behaviour. This variation in

\footnote{\textsuperscript{28}An agreed document between the Association of Chief Police Officers and the Crown Prosecution Service to ensure compliance with CPIA 1996.}
investigation teams. Each Member State has a National Expert as a point of contact. A JIT includes judges, prosecutors and LEAs and is established for a defined period for a defined purpose. This arrangement allows the direct gathering and exchange of information and evidence without using formal Mutual Legal Assistance channels.

### 17.9.3 Eurojust

Eurojust facilitates cooperation in relation to investigations of serious cross-border crimes. Dealing with large, complex cases usually involving two or more Member States, the organisation can be used as final arbiter where national prosecutors fail to reach an agreement on where the prosecution should take place. Usually, the prosecution should be based in the jurisdiction where the majority of either the criminality or the greatest loss occurred. In other instances, the case will be assessed on its particular details and various factors relating to legal proceedings will be considered. In this way, the most desirable outcome can be identified whilst using or avoiding different legislation. Eurojust and the European Judicial Network facilitate cooperative working across Europe and beyond.

### 17.9.4 CEPOL

CEPOL is the European Police College, an agency of the European Union that works to achieve greater European police cooperation by providing training and development for officers from across Europe. A new Regulation\(^{30}\) is expected to be in force in July 2016, which gives it increased importance in addressing the European dimension of serious and organised crime and terrorism, amongst other things. They have the task of assessing, defining and implementing training requirements for a wide group of law enforcement officials across Europe and beyond. This will further the aim of achieving greater unity in the fight against cybercrime and cyberterrorism, and may reduce the difficulties faced when investigating across two or more jurisdictions.

---

(Footnote 29 continued)


17.9.5 Interpol

The world’s largest international police organisation aims to unite police forces across the globe. Providing support, secure data channels and expertise, Interpol facilitate cooperative, effective investigations into cybercrime. The Interpol Global Complex for Innovation brings together expertise from law enforcement and private industry to carry out research into emerging cybercrimes and the tools and methods to combat it.

17.10 Summary

Failure to comply with legal requirements, as well as policies and good practice guidelines, may mean that valuable evidence is inadmissible and an opportunity to deal with cybercrime is missed. It may also impact on the effectiveness of future investigations, if tactics have been unknowingly revealed. Professional integrity, public confidence, justice for victims and individual officer safety are all at risk of being compromised too. The risk of jeopardising any of these things is too great to ignore.

1. The legislation and guidance applicable to investigations must be understood and applied, where necessary. Rather than a ‘one size fits all’ approach, each case should be assessed on its individual merits.

Examples:

- Consider whether the activity requires legal authority, i.e. Regulation of Investigatory Powers Act 2000.
- Data protection rules and principles will apply to personal data (see below).
- Consider whether the activity is likely to infringe privacy rights, i.e. even though personal information is openly available, collecting it for law enforcement reasons may still violate human rights.
- Consider whether the activity will inadvertently breach criminal laws (see below)
- Ensure that relevant guidelines and policies are adhered to. All those involved in the investigation must be aware of these.

2. It is possible that the act of carrying out open source investigations can inadvertently trigger various legal issues, awareness of this possibility must be maintained.
Examples:

- Using a fake profile to access social media accounts may be an offence under the Computer Misuse Act 1990.
- Downloading material as evidence in child sexual abuse cases, for example, may constitute an offence under the Sexual Offences Act 2003.
- Several investigators accessing the same personal account or details of an individual may be defined as prolonged or directed surveillance when considered as a whole, which would require legal authority.
- Establishing a personal contact with a subject using a fake profile in order to access personal information, for example becoming a ‘friend’ on social media, may be defined or challenged as being a ‘relationship’, thereby requiring legal authority.

3. Much open source investigation work will interfere with privacy rights protected by Article 8, ECHR. If this is the case, then legal justification for this interference must be established.

Examples:

- Individuals posting personal information on open access platforms may still have a legitimate expectation of privacy, which will be infringed by some investigation activities, such as the collection and storage of it.
- Seizing a family computer as evidence may constitute a violation of privacy in relation to others not subject to the investigation. Processing personal data of non-suspects is a particular area of concern.
- Wide-ranging and indiscriminate collection of personal data from open sources is likely to be considered a violation of privacy, even though for legitimate law enforcement purposes.

4. The collection, processing and storage of personal data in relation to an investigation must comply with data protection laws and the data protection principles are of overriding importance.

Examples:

- Any processing of personal data must be for a specific purpose (‘law enforcement’ would not suffice), be the minimum necessary to achieve the specific purpose and not further processed for unrelated reasons.
- Even where a legitimate purpose had been established, a court would still consider whether the aim could have been achieved by less intrusive means and apply the necessity and proportionality principles.
- Adequate safeguards for the storage of personal data must be provided and data must not be kept for longer than is necessary.


proceeds of crime. Evidence, on the other hand, has one function: to assist a court or finder of fact to determine a matter that has come before it. Of course, if the matter coming before a court arose out the use of intelligence (for example a civil action against the police for wrongful arrest based on flawed information) then the two might overlap. Taking Staniforth’s second category of intelligence (see Chaps. 2 and 3), the end user of OSINT material is essentially the organization producing or collating it while with evidential material the recipient will be the relevant tribunal. Generally a court will not be concerned with intelligence and in some cases in England and Wales will be prevented from considering it at all. However, in some cases OSINT will potentially be helpful to parties either in a criminal prosecution or in some civil proceedings such as employment litigation, defamation or infringement of intellectual property. If OSINT is to be deployed and relied upon in criminal proceedings by LEAs there are some important practical considerations that need to borne in mind—and the earlier in the process of acquisition the better.

To illustrate those considerations consider a situation where investigators are inquiring into a robbery. Conducting OSINT research they find a photograph on a Facebook page that appears to have been taken at the time and in the location of the alleged offence. The photograph shows two people, one of whom is the registered user of the Facebook page. The photograph shows the two people, both male, standing in a park laughing and one of the males is holding up what looks like a handgun. Plainly this OSINT would be potentially relevant to the robbery inquiry for a whole range of reasons. In and of itself the material might be sufficient to put the two men at the scene of the offence and substantiate the grounds for their arrest. It might also be relevant in terms of search activity for a weapon and stolen property, for identification of suspects, associates, witnesses, clothing etc. But how far would the material be accepted by a court in a subsequent criminal trial? A good starting point in addressing that question would be the material’s relevance and what purpose it would serve. The court would need, for example, to establish the facts in issue in the case and how far the Facebook material helped to prove any of those facts. If the men in the photograph admitted to having been present in that place and at that time but simply denied having been involved in the robbery, it would be of limited relevance. If, on the other hand, they denied having been present or even knowing each other, the material would be of greater relevance. If there was dispute about their whereabouts at the time and location it might be possible to show not only the content of the image but, if it had been created on a mobile device, where and when the image was made and transmitted. There might be a description of the offenders’ clothing or other matters of their appearance, words used during the offence etc., some of which could be corroborated (or indeed contradicted) by the Facebook entry and any accompanying text. But unless the party relying on it can demonstrate the material’s relevance to an issue in the proceedings it is likely to be inadmissible.

---

5 See e.g. R v Blastland (1986) AC 41.
18.3 Practical Issues

The requirement to demonstrate relevance to a fact in issue is a critical element in the rules of evidence within England and Wales and, as we shall see below, any other state that is a signatory to the ECHR. Then there will be issues of reliability. While a key concept in intelligence gathering, reliability has a very specific legal meaning when it comes to the rules of evidence. Before admitting the Facebook material the court would also want to know where the material came from, who made the photograph, who posted it on the page, how reliable the maker (if identified) is, how easily someone else could have made and posted the material, what the defendant has had to say about it and the integrity of the process by which it has reached the court. These considerations will not just affect the admissibility of the material but also the weight to be attached to it. The greater the likelihood that the material could have been altered or interfered with, the less weight it will carry even if it is held to be relevant.

A further and overriding consideration in a criminal trial will be the fairness of allowing the material to be adduced as evidence. In trials involving a jury it is often necessary for the judge to give specific directions about the evidence admitted, for what purpose(s) it can be considered (e.g. motive, identity, alibi etc.) and the limits of any inference that can be made from it. Generally material that has appeared in some open source with no reliable antecedents, with ready opportunities to interfere with/alter it and without anyone willing to testify to its provenance such material is unlikely to be of much use in criminal proceedings.

And a significant consideration where the material is being relied upon by an LEA will be the means by which it has been obtained. If the material has been obtained illegally or in breach of process (particularly if it has been obtained in breach of a defendant’s rights under Art. 8 of the ECHR) there will be further impediments to its being deployed as evidence.

18.4 Legal Framework

In most jurisdictions with developed legal systems the legal framework governing criminal proceedings will provide a defendant basic entitlements such as the right to a fair hearing before an impartial tribunal, a (qualified) right not to incriminate him/herself and the right to challenge any witnesses testifying against him or her. In countries that are signatories to the ECHR these fundamental entitlements are set

---


out in Art 6(1) and are likely to have parallels in other jurisdictions observing the rule of law. The legal framework is considered below.

The legal framework governing the acquisition and use of OSINT by LEAs in the UK is a mixture of European and domestic law, some of which creates particular challenges and dilemmas for LEAs (see Sampson 2015). As discussed above, the ECHR—and art 6(1) in particular—plays a central part in this framework; other jurisdictions beyond the 47 signatory states will have their own primary and secondary sources of protection for defendants in criminal proceedings.

**18.5 European Convention on Human Rights**

Article 6(1) of the European Convention on Human Rights provides that

**Article 6—Right to a fair hearing**

1. **In the determination of ... any criminal charge** against him, everyone is entitled to a fair and public hearing within a reasonable time by an independent and impartial tribunal established by law.

2. Everyone charged with a criminal offence shall be presumed innocent until proved guilty according to law

3. Everyone charged with a criminal offence has the following minimum rights

(a) to be informed promptly, in a language which he understands and in detail, of the nature and cause of the accusation against him;

(b) to have adequate time and facilities for the preparation of his defence;

(c) to defend himself in person or through legal assistance of his own choosing or, if he has not sufficient means to pay for legal assistance, to be given it free when the interests of justice so require;

(d) to examine or have examined witnesses against him and to obtain the attendance and examination of witnesses on his behalf under the same conditions as witnesses against him;

(e) ...

The admissibility of evidence is primarily a matter for regulation under national law but Art. 6(1) requires that prosecuting authorities disclose all material evidence in their possession for or against the accused. This duty of disclosure is
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8Note that there is a ‘civil limb’ to the ECHR – see Art 6(1) and Guide to Article 6 and the Right to a Fair Trial’ Council of Europe www.echr.coe.int (Case-law – Case-law analysis – Case-law guides). Accessed 12 April 2016.


10Rowe and Davis v. the United Kingdom (2000) ECHR 91.
strengthened by domestic legislation and is an important element in the evidential use of OSINT discussed in Chap. 17. Although the rules of evidence differ significantly ‘civil law’ jurisdictions (such as those countries whose legal systems evolved from the Napoleonic Code) the effect of Art 6(1) and the broader entitlement to a fair hearing are very similar. As a general rule of fairness it can be safely assumed that the use of any OSINT material that is by its nature gravely prejudicial to the defendant is likely to be challenged and probably excluded. The entitlement to a fair hearing also involves giving a defendant the proper opportunity to challenge and question a witness [per Art. 6(3)(d)] and that would include the maker of OSINT materials relied on against him or her.

Many, if not all, jurisdictions will have specific rules about hearsay evidence and its admissibility. In England and Wales hearsay is “a statement not made in oral evidence in the proceedings that is evidence of any matter stated” and it is governed by statute which provides fairly wide gateways through which hearsay evidence may be admitted. Clearly OSINT documents and material will, if used as proof of any matter stated within them, fall within this definition and the statutory rules, together with relevant guidelines for prosecutors should be consulted.

In relation to Art. 6(3)(b) the “facilities” that the defendant must enjoy will include the opportunity to acquaint him or herself with the results of investigations carried out throughout the proceedings. If the defendant is detained on remand pending trial those “facilities” may include “such conditions of detention that permit the person to read and write with a reasonable degree of concentration”. In order to facilitate the conduct of the defence, the defendant must not be hindered in obtaining copies of relevant documents and compiling and using any notes taken. All these considerations could have particular significance when relying on OSINT from the Internet and all relevant materials used by the LEA will need to be made available or accessible to the defendant.
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11 such as the Criminal Procedure and Investigations Act 1996 in England and Wales.
13 For the general approach of the court in England and Wales see Noor-Mohamed v R [1949] AC 182.
17 Huseyn and Others v. Azerbaijan (application nos. 35485/05, 45553/05, 35680/05 and 36085/05); OAO Neftyanaya Kompaniya Yukos v. Russia (2014) ECHR 906.
18 Mayzit v. Russia application no. 42502/06; Moiseyev v. Russia (2011) 53 EHRR 9.
19 Rasmussen v. Poland (application no. 38868/05).
20 Questions are whether these entitlements will ever extend to being able to access relevant materials via the Internet, where the hard or downloaded copies are incomplete or insufficiently verifiable by the defendant?
18.6 Uses of OSINT as Evidence

Against that framework the potential evidential uses of OSINT are vast. For example the prosecution may want to use the defendant’s use of certain expressions or idiosyncratic grammar to prove that she wrote a particular sentence in, say, a case of blackmail or harassment. Alternatively the state may wish to show that the defendant posted materials on social media showing that they were at a certain place at the time of an offence, that they were a member of a violent gang or that they were bragging openly about involvement in an incident.21

Of course some criminal offences (such as the making of threats or insulting comments22 or posting ‘revenge porn’23) might directly involve the use of ‘open source’ material such as that found on social media. In those cases the material will be directly relevant to the facts in issue. An example can be found in one case24 where a juror posted a grossly inappropriate Facebook message during the trial of an alleged sex offender. It was held that this posting of the message amounted to a contempt of court as it had been calculated to interfere with the proper administration of justice. In that case the defendant had used his smart phone to send the message when travelling home on a bus25 and the message itself was direct evidence of the offence itself. Alternatively such material might include a recording made by a witness on their mobile phone and posted on YouTube to prove the manner of an assault (kicking, stamping etc.) and the presence/absence of anyone else at the time, or the geo-locator of a phone to undermine evidence of alibi. However, much OSINT material is unlikely to be directly probative of an offence and is more likely to be relied on by way of background or contextual information or to corroborate/contradict a specific fact in issue. In addition it may be the defendant who wishes to rely on OSINT, for instance to show that unsolicited pictures had been submitted by a complainant on his Facebook page.26 In such cases the same evidential principles will apply.

While these same principles can apply within the context of related civil proceedings by LEAs (such as applications for recovery of illegally obtained assets, injunctive relief or applications for confiscation orders) these are outside the scope of this book.

Finally, although OSINT is, by its nature, generally put into the public domain by others without the involvement of an LEA, investigators will need to be very cautious about any activity that me be regarded as encouraging or inciting the
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23see s. 33 Criminal Justice and Courts Act 2015.
25loc cit at 6.
